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PREFACE

The Columbia River Estuary Data Development Program

This document is one of a set of publications and other materials
produced by the Columbia River Estuary Data Development Program
(CREDDP). CREDDP has two purposes: to increase understanding of the
ecology of the Columbia River Estuary and'to provide information useful
in making land and water use decisions. The program was initiated by
local governments and citizens who saw a need for a better information
base for use in managing natural resources and in planning for
development. In response to these concerns, the Governors of the states
of Oregon and Washington requested in 1974 that the Pacific Northwest
River Basins Commission (PNRBC) undertake an interdisciplinary
ecological study of the estuary. At approximately the same time, local
governments and port districts formed the Columbia River Estuary Study
Taskforce (CREST) to develop a regional management plan for the estuary.

PNRBC produced a Plan of Study for a six-year, $6.2 million program
which was authorized by the U.S. Congress in October 1978. For the next
three years PNRBC administered CREDDP and $3.3 million was appropriated
for the program. However, PNRBC was abolished as of October 1981,
leaving CREDDP in abeyance. At that point, much of the field work had
been carried out, but most of the data were not yet analyzed and few of
the planned publications had been completed. To avoid wasting the
effort that had already been expended, in December 1981 Congress
included $1.5 million in the U.S. Water Resources Council (WRC) budget
for the orderly completion of CREDDP. The WRC contracted with CREST to
evaluate the status of the program and prepare a revised Plan of Study,
which was submitted to the WRC in July 1982. In September, after a
hiatus of almost one year, CREDDP work was resumed when a cooperative
agreement was signed by CREST and the WRC to administer the restructured
program and oversee its completion by June 1984. With the dissolution
of the WRC in October 1982, the National Oceanic and Atmospheric
Administration (NOAA) assumed the role of the WRC as the federal
representative in this cooperative agreement.

CREDDP was designed to meet the needs of those groups who were
expected to be the principal users of the information being developed.
One such group consists of local government officials, planning
commissions, CREST, state and federal agencies, permit applicants, and
others involved in planning and permitting activities. The other major
anticipated user group includes research scientists and educational
institutions. For planning purposes, an understanding of the ecology of
the estuary is particularly important, and CREDDP has been designed with
this in mind. Ecological research focuses on the linkages among
different elements in the food web and the influence on the food web of
such physical processes as currents, sediment transport and salinity
intrusion. Such an ecosystem view of the estuary is necessary to
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predict the effects of estuarine alterations on natural resources.

Research was divided into thirteen projects, called work units.
Three work units, Emergent Plant Primary Production, Benthic Primary
Production, and Water Column Primary Production, dealt with the plant
life which, through photosynthesis and uptake of chemical nutrients,
forms the base of the estuarine food web. The goals of these work units
were to describe and map the productivity and biomass patterns of the
estuary's primary producers and to describe the relationship of physical
factors to primary producers and their productivity levels.

The higher trophic levels in the estuarine food web were the focus
of seven CREDDP work units: Zooplanktbn and Larval Fish, Benthic
Infauna, Epibenthic Organisms, Fish, Avifauna, Wildlife, and Marine
Mammals. The goals of these work units were to describe and map the
abundance patterns of the invertebrate and vertebrate species and to
describe these species' relationships to relevant physical factors.

The other three work units, Sedimentation and Shoaling, Currents,
and Simulation, dealt with physical processes. The work unit goals were
to characterize and map bottom sediment distribution, to characterize
sediment transport, to determine the causes of bathymetric change, and
to determine and model circulation patterns, vertical mixing and
salinity patterns.

Final reports on all of these thirteen work units have been
published. In addition, these results are integrated in a comprehensive
synthesis entitled The Dynamics of the Columbia River Estuarine
Ecosystem, the purpose of which is to develop a description of the
estuary at the ecosystem level of organization. In this document, the
physical setting and processes of the estuary are described first.
Next, a conceptual model of biological processes is presented, with
particular attention to the connections among the components represented
by the work unit categories. This model provides the basis for a
discussion of relationships between physical and biological processes
and among the functional groups of organisms in the estuary. Finally,
the estuary is divided into regions according to physical criteria, and
selected biological and physical characteristics of the habitat types
within each region are described. Historical changes in physical
processes are also discussed, as are the ecological consequences of such
changes.

Much of the raw data developed by the work unit researchers is
collected in a magnetic tape archive established by CREDDP at the U.S.
Army Corps of Engineers North Pacific Division Data Processing Center in
Portland, Oregon. These data files, which are structured for convenient
user access, are described in an Index to CREDDP Data. The index also
describes and locates several data sets which were not adaptable to
computer storage.

The work unit reports, the synthesis, and the data archive are
intended primarily for scientists and for resource managers with a
scientific background. However, to fulfill its purposes, CREDDP has
developed a set of related materials designed to be useful to a wide
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range of people.

Guide to the Use of CREDDP Information highlights the principal
findings of the program and demonstrates how this information can be
used to assess the consequences of alterations in the estuary. It is
intended for citizens, local government officials, and those planners
and other professionals whose training is in fields other than the
estuary-related sciences. Its purpose is to help nonspecialists use
CREDDP information in the planning and permitting processes.

A detailed portrait of the estuary, but one still oriented toward a
general readership, is presented in The Columbia River Estuary: Atlas of
Physical and Biological Characteristics, about half of which consists of
text and illustrations. The other half contains color maps of the
estuary interpreting the results of the work units and the ecological
synthesis. A separate Bathymetric Atlas of the Columbia River Estuary
contains color bathymetric contour maps of three surveys dating from
1935 to 1982 and includes differencing maps illustrating the changes
between surveys. CREDDP has also produced unbound maps of the estuary
designed to be useful to resource managers, planners and citizens.
These black-and-white maps illustrate the most recent (1982) bathymetric
data as contours and show intertidal vegetation types as well as
important cultural features. They are available in two segments at a
scale of 1:50,000 and in nine segments at 1:12,000.

Two historical analyses have been produced. Changes in Columbia
River Estuary Habitat Types over the Past Century compares information
on the extent and distribution of swamps, marshes, flats, and various
water depth regimes a hundred years ago with corresponding recent
information and discusses the causes and significance of the changes
measured. Columbia's Gateway is a two-volume set of which the first
volume is a cultural history of the estuary to 1920 in narrative form
with accompanying photographs. The second volume is an unbound, boxed
set of maps including 39 reproductions of maps originally published
between 1792 and 1915 and six original maps illustrating aspects of the
estuary's cultural history.

A two-volume Literature Survey of the Columbia River Estuary (1980)
is also available. Organized according to the same categories as the
work units, Volume I provides a summary overview of the literature
available before CREDDP while Volume II is a complete annotated
bibliography.

All of these materials are described more completely in
Abstracts of Major CREDDP Publications. This document serves as a quick
reference for determining whether and where any particular kind of
information can be located among the program's publications and
archives. In addition to the abstracts, it includes an annotated
bibliography of all annual and interim CREDDP reports, certain CREST
documents and maps, and other related materials.

To order any of the above documents or to obtain further
information about CREDDP, its publications or its archives, write to
CREST, P.O. Box 175, Astoria, Oregon 97103, or call (503) 325-0435.
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FOREWORD
The research reported here was funded primarily by the Columbia River

Estuary Data Development Program (CREDDP). Particular thanks are due to Jim
Good, Dr. Jack Damron, David Fox, all past or present CREST/CREDDP staff, and
Ann Saar, citizen volunteer, all of whom worked to obtain the funds for comple-
tion of the program. Parts of the theoretical work, tidal modeling, salt tran-
sport, energy budget, and residual flow calculations were funded by National Sci-
ence Foundation (NSF) Grant OCE 8208856. The US Army Engineers, Portland
District funded part of the salinity distribution work.

The CREDDP work was begun at Mathematical Sciences Northwest of Bel-
levue, Washington, and finished at the University of Washington. Geophysics Pro-
gram. Field work for (CREDDP) was carried out by Dobrocky Seatech, Ltd. of
Victoria, B. C. The author has benefited greatly from numerous discussions with
Dr. J. Dungan Smith of the University of Washington. Others who have contri-
buted ideas to the program include Ian Webster, then of Dobrocky Seatech, Ltd.
and W. R. Geyer and Chris Sherwood, both of the University of Washington.

Dr. Gary Minton, Dr. Sig Haverson and Chris Boerner all of MSNW, contri-
buted to the early stages of the project. Tom Juhasz and other Dobrocky
Seatech field personnel, an enthusiastic group of students recruited by Gary
Muehlberg of Clatsop College, and Chris Sherwood, Guy Gelfenbaum and Ed Roy
of the University of Washington, Oceanography Department all helped make the
CREDDP field program a success. Dr. Savithri Narayanan of Dobrocky Seatech,
Ltd. and David Askren and Steve Chesser of the Portland District Corps of
Engineers were responsible for the preliminary processing of the 1980 CREDDP
profile data.

Benjamin Giese did the tidal inundation time calculations, the tidal model-
ing and the energy budget work; Jean Newman wrote data processing programs
and processed and edited the many NOS current meter files; and Bill Fredericks
wrote several plotting programs. Drafting was done by Lin Sylvester and report
preparation by Kathryn Sharpe, Madelyn Troxclair, Sam Blair, and Lisa Peterson.

Data have been received from the National Ocean Survey (NOS) Tidal
Datums and Information, and Circulatory Surveys Branchs, both of Rockeville;
Oregon State University; the US Army Engineers, Waterways Experiment Station,
Portland District and North Pacific Division; US Geological Survey, Portland and
Tacoma Offices; the National Data Buoy Office of Bay St. Louis; and the National
Marine Fisheries Service, Pacific Environmental Group of Monterey. Richard
Morse of NOAA, Seattle was instrumental in the obtaining the 1981 NOS data.

This document was prepared under contract with the Columbia River
Estuary Study Taskforce (CREST). The views are solely those of the
author and do not necessarily reflect the viewpoint of CREST member
agencies.
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EXECUTIVE SUMMARY
This report summarizes results from a four-year study of the physical

oceanography of the Columbia River Estuary. Work was carried out in six areas:
theory of estuarine circulation, tidal processes, system energetics, salinity dis-
tribution, salt transport, and low-frequency flow processes.

The major theoretical results are the definition of modes of estuarine circu-
lation and an analysis of the forces maintaining the salinity distribution. The
circulation modes are defined by application of a scaling analysis and a pertur-
bation expansion. This mathematical procedure separates the primary tidal cir-
culatory processes from secondary, modifying features. The primary tidal cir-
culation occurs at diurnal (daily) and semidiurnal (twice-daily) frequencies. It is
driven both by the surface slope and the time-varying salinity distribution. The
secondary circulation modifies the primary tidal circulation. It can be divided
into three modes that occur at different frequencies: the tidal overtones (that
occur at frequencies higher than semidiurnal and are produced by the distor-
tion of the tidal wave as it moves upriver), the secondary tidal circulation (at
diurnal and semidiurnal frequencies), and the residual (or time-averaged) circu-
lation, which varies during the tidal month and seasonally. The residual circula-
tion is driven by the riverflow, the salinity distribution, tidal energy transferred
from the primary tidal circulation, and, to a lessee extent, atmospheric effects.

Although a model encompassing the tidal circulation and all residual flow
processes was beyond the scope of work, a one-dimensional (in the along-
channel direction), numerical, harmonic water transport model was constructed
that reproduced many important features of the tidal and tidal residual circula-
tions in the presence of riverflow. This model avoids the complexities of salinity
intrusion effects by treating only the transport (vertical integral of the flow).
The purpose of the model was to investigate the interaction between geometric,
frictional, tidal and fluvial (riverflow) effects. Data analysis and the model show
that:

a tidal range decreases rapidly in the upriver direction on the tides of higher
range: that is, an increase in tidal range at the mouth results in a less than
proportional increase upriver. Conversely, tidal range drops off slowly with
river mile on tides of lesser range. This occurs because friction increases
with the cube of the tidal range, but the energy suplied from the ocean by
the tides varies only with approximately the square of the tidal range.

* There is more energy available for mixing on the ebb than on the flood,
because of the strength of the riverflow. The greater mixing on the ebb and
the effects of salinity intrusion combine to make the vertical structure of
the ebb currents very different than that of flood currents; this is the ebb-
flood asymmetry. The vertical distribution of the mean flow is determined
by the differences between the ebb and flood flows. The large shear (verti-
cal differences in velocity) on ebb, the greater vertical uniformity of the
flood flow and the salinity intrusion combine to generate net upstream bot-
tom currents in the lower estuary.

o The vertical structure of the currents is also strongly influenced by along-
channel changes in depth and width. Mean upstream bottom flow associ-
ated with strong horizontal salinity gradients is not continuous from the
entrance to the upstream limits of salinity intrusion. Its continuity is often
interrupted by pockets of mean downstream bottom flow caused by topo-
graphic features. This suggests that the estuarine turbidity maximum,
which is dependent upon the upstream bottom flow, may form preferen-
tially in certain parts of the estuary and may be spatially discontinuous.
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o Tidal transports and tidal velocities are greater in the North Channel than in
the South Channel. Most of the tidal prism of the lower estuary is filled by
the flow in the North Channel.

o Freshets reduce the tidal range and greatly increase the river stage (mean
water surface level) above RM (river mile)-20, because the riverflow
increases the friction. Tides and stage below Tongue Pt. are much less
affected by such changes in riverflow.

o Energy budget calculations based on the tidal model show that the tidal
energy entering the mouth of the estuary from the ocean is the dominant
source of energy for circulatory processes in the estuary proper (below
about RM-18). The dominant source of energy in the river is the potential
energy released as the river water runs downhill; most of this energy is lost
to friction above RM-30. Energy from the riverflow is much less important
than tidal energy below RM-18. but both tidal and fluvial energy inputs must
be considered in the area of minimum energy between about RM-18 and
RM-30 that coincides with the islands and other depositional features of
Cathlamet Bay.

The same perturbation expansion used to define modes of estuarine circula-
tion has also been used to investigate the factors that govern salinity intrusion
into the estuary. This analysis indicates that salt is maintained in the estuary
primarily by the tidal currents acting on the salinity gradient (the horizontal
salinity differences), not by the mean upstream bottom flow. Salt must also be
transported vertically, as well horizontally, if the salinity distribution is to be
maintained. It appears that mixing and tidal transport, rather than the vertical
mean flow are primarily responsible for this vertical transport, but details of salt
transport processes remain unclear.

During periods of low riverflow, there is a neap-to-spring transition that
changes the salinity structure from partially-mixed or well-mixed (spring tide)
to stratified (neap tide). *Neap-to-spring changes in salinity structure becomes
less important as the riverflow increases. The transition may occur abruptly,
because of the interaction of vertical mixing and stratification; increased
stratification during the period of decreasing tidal range before the neap tide
inhibits mixing which, in turn. allows a further increase in stratification. The
process is reversed as the tidal range increases after the neap tide. Salinity
intrusion length is greatest under low-flow, neap-tide conditions, when salinity
intrusion may reach to about RM-30 in the navigation channel, because the
stratification allows upstream movement of salt without significant mixing with
the overlying river water. Under the highest flow conditions, salt may be absent
upriver of RM-2 for several hours at the end of ebb. Salinity intrusion into the
shallower bays, and particularly into Grays and Cathlamet Bays which are at the
upstream limits of salinity intrusion, is highly variable,

The high riverflow ('310 kcfs) and low riverflow ('155 kcfs) seasonal mean,
minimum and maximum salinity distributions have been defined for North and
South Channels. These seasonal distributions should be useful in understanding
biological processes having seasonal time scales, but averaging obscures physi-
cal processes which are better understood in terms of the actual states of the
system. The seasonal averages suggest that salinity intrusion into the North
Channel is somewhat greater than that into the South Channel under high-flow
conditions, because of the stronger riverflow in the South Channel. The
difference is less pronounced under low-flow conditions.

Salt and water transport calculations show that most of the net outflow of
water is near the surface in the South Channel. Upstream bottom flow is
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strongest in the North Channel. Salt is brought into the estuary primarily by
tidal mechanisms in a near-surface jet in the North Channel, at the same lateral
position as the strongest tidal currents. Unlike the currents, the maximum salt
transport is below the surface, because the salinity is lower at the surface. The
mean upstream bottom flow appears to be important in inward salt transport
only on neap tides, in those parts of the estuary where horizontal salinity gra-
dients are strong. Salt transports near the bottom are otherwise small. The
large, near-surface, mean outflow (primarily riverflow) in the South Channel
transports salt out of the estuary.

The response to changes in riverflow, atmospheric effects (wind and pres-
sure) and tidal range of that part of the residual or mean flow which is driven by
the slope of the water's surface (the barotropic residual flow) was investigated
by use of the statistical properties of the atmospheric data, tidal heights and
surface slopes in the estuary and river. Record lengths of up to two years were
used. The primary conclusions of the residual flow work were:

* atmospheric pressure fluctuations, wind-driven changes in elevation of the
coastal ocean, and winds over the estuary all influence tidal heights in the
estuary, but this atmospheric forcing is too weak to dominate the residual
currents in the estuary.

e The dominant factors controlling the residual circulation (slopes, currents
and salinity) in the estuary proper (below Tongue Pt.) are the tidal range
and river inflow. Tidal processes and riverflow are about equally dominant in
controlling residual flows in the Wauna-Tongue Pt. reach. Riverflow is dom-
inant above Wauna.
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I do not know much about gods; but I think that the river
Is a strong brown god - sullen, untamed and intractable
Patient to some degree, at first recognized as a frontier;
Useful, untrustworthy, as a conveyor of commerce;
then only a pro blem confronting the builder of bridges.
The problem once solved, the brown god is almost forgotten
By the dwellers in cities - ever, however, implacable,
Keeping his seasons and rages, destroyer, reminder
Of what men choose to forget. Unhonored, unpropitiated
by worshipers of the machine, but waiting, watching and waiting

T. S. Eliot
"The Four Quartets"



1 INTRODUCTION AND BACKGROUND
The Columbia River Estuary (Figure 1) has: been the subject of intensive

study from a number of points of view during the 1979-83 period, through the
Columbia River Estuary Data Development Program (CREDDP). This report sum-
marizes the work of the Circulation Work Unit. The purposes of this work unit
were to describe the flow and density fields and analyze the complex and
numerous interactions between these fields. This report should be read in con-
junction with that of the Simulation Work Unit (Hamilton 1934); the modeling
results presented there furtbhr illustrate many of the phenomena discussed
here.

The dominant factors in the circulation of the Columbia River Estuary are
the high energy level, the strong horizontal salinity gradient and the high tem-
poral variability provided by the strong tides and large riverflow, and the com-
plex topography that consists of narrow ( O.5 to 3 km), well-defined channels
separated by broad sand banks (Figure 2). The resulting flow is three-
dimensional, moderately non-linear with respect to the tidal processes (e.g. ebb
to flood asymmetry in friction and distortion of the tidal wave by topography)
and strongly non-linear with regard to the influence of stratification.

Despite the breadth of the lower estuary (5 to 12 km: Figure 2), most of the
flow is confined to the channels. Processes occurring on flats are essential to
biological and sedimentological processes, but our analysis has focused on the
channels, where most of the flow is conveyed. This allows us to make a vital
simplification: that the flow at many locations is essentially two-dimensional in
depth and along-channel distance. This pragmatic assumption was necessary in
light of the very limited data available from previous studies and the difficulties
in collecting new data. Having made this assumption, we are able to venture
outside the channels to only a limited extent.

1.1 MODES OF CIRCULATION
The ultimate aim of most physical oceanographic investigations is to

explain the observed phenomena in terms of the governing-equations, in this
case: the equations of motion (conservation of momentum), continuity (conser-
vation of mass), and salt continuity or salinity distribution (conservation of salt).
The most direct procedure is to solve these equations with the applicable boun-
dary conditions and parameters. For a shallow, partially-mixed system with
strong tides and complex topography, no analytical solutions are known. Only a
full three-dimensional, numerical model would resolve all the important
phenomena; this was beyond the resources of the program.

A more productive procedure for the purposes of this report is to simplify
the governing equations through the assumption of of two-dimensionality and
the use of a scaling analysis and a perturbation expansion. This method is often
used by oceanographers faced with complex, non-linear phenomena, for which
no exact mathematical solutions are available. We use the method, not to pro-
duce solutions, but to determine the importance of the various driving forces
and to define modes of circulation. These circulation modes will be used to
interpret the observed flow and salinity distributions.

It is necessary here to introduce the idea of non-linearity of a differential
equation because the equations which describe the circulation of our system are
non-linear in important respects. A differential equation is linear, if the unk-
nown function f(xy) (and all derivations thereof) appear in the equation in indi-
vidual terms which are linear. Terms such as f, Of, - f and d2f are all linear,ax'dx Oxay
while f2,( O )2, a a and e-f are all non-linear. Because estuarine circulation is
non-linear, we can expect that it will behave in complex, non-intuitive ways (e.g.



transfer of energy between different frequencies and abrupt transitions between
states). This richness of behavior is not characteristic of linear systems.

We need also to state the assumption of two-dimensionality in more precise
form: we have assumed that the estuary is narrow and uniform enough that the
effects of channel curvature and the earth's rotation (Coriolis effect) do not
enter into the along-channel equation of motion, and that changes in channel
cross-section are gradual enough to prevent the convective accelerations from
making circulation strongly non-linear. The analysis described below allows, by
an extension of the method of lanniello (1979), determination of criteria for cur-
vative and channel non-uniformity (in terms of other scale parameters) that are
allowable. Many parts of the estuary meet these criteria and are effectively two-
dimensional in x and z (the along-channel and vertical coordinates). Finally.
since the semidiurnal tide provides most of the tidal energy, we have used the
frequency of the semidiurnal tide in the analysis.

The scaling analysis and perturbation expansion is a means to determine
the most important terms in the hydrodynamic equations and to separate each
governing equation into a series of equations which may then be solved sequen-
tially. The method is based on the assumption that not all the phenomena
involved are of the same importance. Thus, a large term in a governing equation
can only be balanced by some other large term, and not a series of smaller
terms. The perturbation expansion groups together the largest terms in the ori-
ginal governing equation in a single equation that represents a simple approxi-
mation to the observed flow. This equation is the 0(1) (for which read: "order 1")
equation; the terms in it represent the most important features of the flow. The
next most important processes are represented in the 0(c) (for which read
"order epsilon") equation, the processes of which are driven by terms deter-
mined in the 0(1) equation, and so on through the O(z 2 ) and higher order equa-
tions. Each of these higher-order equations represents a finer modification to
the 0(1) flow, and contains non-linear driving terms stemming from lower ord-
ers. These driving terms illustrate how energy in transferred from one fre-
quency or process to another by non-linearities in the equations of motion.

To carry out the perturbation expansion, it is necessary that all the major
variables (height, velocity, etc.) be non-dimensional (without units) and 0(1)
(varying from 0 to about 1). This is accomplished by what is known as "scaling"
and "non-dimensionalizing" the variables. We write, for example, the along-
estuary velocity U and depth Z as:

U = UOU (1)

Z =Hoz

X = Lox

where:

U = velocity in m/sec,
Z = height in m.
Uo = the characteristic speed of the tidal currents (T1 m/sec),
Ho = the mean depth of the flow,
X = horizontal distance in m,
L= horizontal length scale (45 x10 3 m),
u = the non-dimensional, 0(1) velocity,
z = the non-dimensional, 0(1) depth, and
x = the non-dimensional, 0(1) horizontal distance.

The non-dimensional velocity u might vary during a tidal cycle from 0 to '2;
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Figure 2. Columbia River Estuary bathymetry -- narrow channels are separated by broad sand bars.
The principal channels seaward of Tongue Pt. are the North Channel, along the north
shore, and the South Channel, off Astoria. The South Channel is connected much more
directly to the Navigation Channel above Altoona.
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independent of the units (m/sec or cm/sec) in which the problem was originally
posed. The vertical coordinate z can vary only from 0 to '1, since we have used
the mean depth of the flow as the vertical scale length. Were the non-
dimensional velocity (or any other non-dimensional quantity) to reach a much
larger value (e.g. 10) or never to exceed 0.1, then the scale velocity (or other
scaling quantity) would have been incorrectly chosen.

Use of non-dimensional variables accomplishes several things. First, it elim-
inates the units in which the problem is posed; a term is large, because it is
important, not because we have measured it in a particular set of units. Second,
we have found the characteristic velocities, length scales, etc. associated with
the flow. For example, the length scale L. is determined by changes in channel
curvature and channel cross-section. All variables that are functions of x may
vary significantly (but not radically) over this distance.

Third, we learn whether all the terms we have included in the equation of
motion are of equal importance. After scaling and non-dimensionalizing, each
term in the equation will be a collection of non-dimensional variables, multiplied
by groups of dimensional variables that indicate the importance of the term.
These groups of dimensional variables will appear only in combinations that are
also non-dimensional. Thus, for example, the convective non-linear term u( )
in the non-dimensional equation of motion is multiplied by:

( L )( A) (2)
Lxa AO

where:

a= the frequency of the semidiurnal tides
6A = the change in cross-sectional area over length Lx
AO = average cross-sectional area

The units chosen for the individual terms are irrelevant because the units can-
cel. The size of this non-dimensional number that multiplies the non-linear term
varies with 'A In this case, if A is O(e), so are the non-dimensional number
and the convective acceleration term that is multiplied by this number. Thus,
the convective non-linear term is only 0(c) relative to other terms in the equa-
tion of motion in many parts of the estuary, and the system is only moderately
non-linear with respect to this effect at these locations. This means that the con-
vective term will first appear in the O(E) equation, not in the 0(1) equation. We
expect that parts of the estuary where the convective accelerations are 0(1) will
be more complex.

The relationship between terms in the 0(a) and higher order equations can
be seen, using the (non-dimensional) velocity in the x (along-channel) direction
as an example:

u(xzt)=uO(x,z,t)+ eul(x, zt)+ e2u2(x'zt)+.... (3)
where:

u is the non-dimensionalized along-channel velocity,
e = perturbation parameter, defined below, and
the superscripts on u are not powers, but indicate terms of different
orders, and the superscripts on e are powers.

The variable u0 appears in the 0(1) equation (and again as a driving term in the
O(E) equation, but only in terms that are multiplied by constants that are 0(c)).
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The term Eut is only E times as large as u0 ; it appears, accordingly, only in the
O(E) and higher order equations, that indicate progressively smaller effects. The
time average horizontal velocity r(xz) is (on the basis of data and scaling argu-
ments):

U(xz)=VUl(x,z)+E2cae(xz)+ (4)

where the overbar indicates a time average. There is no 'u0 (i.e. no 0(1) time
average velocity), because the time average circulation is only small relative to
the tidal circulation; _u° must therefore vanish. That the convective non-linear

term .L °A 0 uox appears in the O(E) equation and that its time average

appears in the time-averaged equation illustrates how non-linear terms transfer
energy between processes occurring at different frequencies.

The perturbation parameter e is not merely a housekeeping device to
separate the different orders of equations. The choice of E is critical. If E is too
large (only slightly smaller than 1), then all terms are of comparable impor-

tance and no separation of orders is possible. If e is too small (e.g. 1" ), then
nothing useful has been accomplished, because all the important phenomena

are still in the 0(1) equation. We seek, therefore, an E of 0( 1- ). This is

equivalent to saying that the problem is moderately non-linear. The perturba-
tion parameter used in this work is that suggested by lanniello (1977ab); it is

H the ratio of tidal range t to mean depth H and is a measure of the impor-

tance of non-linear processes associated with the tides. Its value in the Colum-
bia River Estuary is between 0.05 and 0.2. The estuary is therefore moderately
non-linear in this respect, and the perturbation expansion is appropriate. In
contrast, Chesapeake Bay is weakly non-linear with respect to the tides, because
it is much deeper; and the estuaries of the Atlantic Coast of France are strongly
non-linear, because they are shallower and have larger tidal ranges (Allen et al.
1980).

We do not attempt here to solve the equations resulting from the perturba-
tion expansion, so we omit the mathematical apparatus. We merely discuss the
circulation modes that arise out of the 0(1) and O(e) equations. The higher
order equations are of lesser importance and greater complexity.

1.1.1 The Primary Tidal Circulation

The primary or 0(1) circulation in the estuary consists of the tidal circula-
tion, which is governed by a force balance between acceleration of the flow, vert-
ical stress divergence and pressure gradient. This force balance is equivalent to
Newton's Second Law: force = mass x acceleration. The pressure gradient con-
sists of two parts, barotropic and baroclinic or internal, which may be of equal
magnitude. The barotropic part of the pressure gradient is that caused by the
surface slope; it is independent of depth. The baroclinic pressure gradient at
any depth -h contains an integral from the surface to that depth of the horizon-

tal salinity gradient. It is proportional to fas dz, and it increases with depth.

The sign of the total pressure gradient may change with depth when - is large
and opposes the surface slope. The tidal circulation is the most important cir-
culation mode and dominates the energy balance for the estuary. The
differential equation describing this mode is linear only in a system with con-
stant density. The horizontal and vertical density (i.e. salinity) structure of real
estuaries causes the circulation and stratification to interact in a complex
manner, which is manifested in the stress divergence term, which represents
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the vertical exchange of momentum in the flow. No analytical solutions are
known for the variable salinity case.

The inter-dependence of the circulation, density stratification (i.e. vertical
difference in density) and vertical mixing processes that is expressed in the
vertical stress divergence term in the equation of motion is fundamental to the
problem of estuarine circulation and can not, at least in this analysis, be
removed from the primary tidal circulation. Fluids have a very strong tendency
to move, under the influence of gravity, along level surfaces. Vertical turbulent
mixing and other processes such as breaking internal waves transfer both
momentum and mass (i.e. salt) between layers. The effect of momentum loss to
the sea bed (bottom friction) is felt in the interior, as turbulence diffuses
momentum toward the bed. Stratification inhibits this vertical transfer in major
way (Section 1.4)

In the presense of this stratification, the'momentum equation is coupled to
the 0(1) salt continuity equation because the circulation changes the density
structure and the density structure affects the circulation. This coupling arises
through the stress divergence and the baroclinic pressure gradient terms in the
momentum equation, and the vertical salt flux term and non-linear tidal tran-
sport terms in the 0(1) salt continuity equation. That the circulation,
stratification and the salinity distribution are linked in so complex a manner
and that this interaction is so fundamental as to play a major role in the 0(1)
circulation, means that the flow is fundamentally complex; no simple model will
explain the behavior of the system.

1.1.2 The Secondary Circulation
The secondary or O(E) circulation can be resolved into three modes that

occur at different frequencies. These are the 0(c) secondary tidal circulation
that occurs at the same frequencies as the tidal forcing (semidiurnal and diur-
nal), the O(E) tidal higher harmonics or tidal overtones (at frequencies that are
multiples of the basis tidal frequencies), and the residual circulation or mean
flow. All the O(E) modes embody more than one non-linear process. Vertical
mixing processes are important in all three. The secondary tidal circulation is
driven by the salinity distribution, irregularities of channel cross-section, and
frictional non-linearities in the primary tidal circulation. The tidal higher har-
monics are the result of distortion and friction in the tidal wave in shallow water;
this distortion transfers energy from tidal frequencies to higher frequencies.
Tidal higher harmonics are often observed in shallow tidal channels, and have
been treated by Kreiss (1957) and others. The quasi-steady residual circulation
(Section 1.3) is influenced by the tidal range (with variations on tidal monthly
time scales), the riverflow (with variations on scales from a few days to sea-
sonal), and the density distribution (which varies with the tides, river inflow and
changes in salinity at the mouth). Atmospheric processes (which varies on time
scales from a few days to seasonal) are relatively less important in this estuary
than in many other systems.

A somewhat different separation of flow modes is appropriate upriver of the
limits of salinity intrusion. Salinity is absent, and the flow is simpler. The ratio
of riverflow to tidal flow increases in the upriver direction. In the tidal-fluvial
portions of system, there are two primary flow modes: the tidal flow and the
quasi-steady riverflow. They interact non-linearly, through bottom friction. The
O(e) tidal modes are still present. Under the highest flow conditions, the tidal
flow in the tidal-fluvial reach becomes only an O(E) perturbation on the 0(1)
riverflow.

1.2 THE SALINITY DISTRIBUTION EQUATION
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Perhaps the best place to begin in understanding the salinity distribution
and salt transport is to consider how salt can be maintained in the estuary, in
the presence of a substantial outward transport of salt by the mean flow. The
salt transport calculations presented in Section 3.6 show that salt is brought
into the estuary primarily by the 0(1) tidal circulation acting on the salinity gra-
dient, and secondarily, by inward mean flow near the bottom. Inward transport
by the Stokes drift (associated with the O(E) tidal residual circulation, Section
1.3.) is important near the entrance, and perhaps elsewhere.

The salinity distribution and the circulation modes defined in Section 1.1
are linked to each other in a complex, feedback system. We have attempted to
simplify this problem by application of the perturbation expansion used in Sec-
tion 1.1 to the salt conservation equation, again using the perturbation parame-

ter i as a measure of the importance of the tidal non-linearities. The data and
H

scaling arguments suggest that the non-dimensional salinity should appear in
the perturbation expansion in the following manner:

s(x,y,t)=s0 (xz.t)+' (X, z.t)+c2 S2 (X zt)t+ P * * (5)

-g(x ) 7s'(z)+Es'(X z)+e s2-I(X. z,t)t+ 

Unlike the time average of the velocity, where iu° = 0, there is a O(1) time aver-I fi~~~~~~~~~~~~~~~~~~~s Osus
age salinity so, but -s is a function only of z. That is, -a- aX and a are 0(1),

but -a is only O(e). This follows from the fact that there is no 0(1) residual flow;
Ox

were -FS 0(1), it would drive an 0(1) residual flow. We shall see in Section 3.5

that cs is substantially smaller than the maximum values of a. The assumed

form for is, therefore, reasonable.

The resulting 0(1) salinity distribution is a balance of time change of salin-
ity, advection of the salinity pattern by the 0(1) tidal currents (including the
baroclinic part of these currents), and vertical salt flux divergence (vertical
mixing and transfer of salt). The lowest-order, time-averaged salinity distribu-
tion is a balance between the time average of the tidal salt advection and the
time average of the vertical flux divergence. Thus, the primary or 0(1) tidal cir-
culation is in the present theory the only circulation mode involved directly in
determining the 0(1) salinity distribution. Neither the O(E) mean flow nor any
form of vertical advection (entrainment) appear in this equation.

We must determine the salinity distribution to O(e), just as we did with the
circulation, because the time-averaged horizontal salinity gradient and the vert-
ical advection of salt are both O(e) features; they are not accounted for by the
0(1) circulation. The traditional picture of this problem is that the time-
averaged salinity distribution maintains and is maintained by the density-driven
part of the residual flow, as explained in Section 1.3. But in our analysis, the
residual circulation does not appear in the 0(1) or O(e) expressions. The physi-
cal reasons why it does not appear is that it is not a large enough feature to con-
trol the salinity distribution. This does not mean that the interaction between
the flow and the density structure is eliminated, because the tidal flow, which
does control the salinity distribution, is strongly influenced by the salinity distri-
bution.

1.3 RESIDUAL FLOW PROCESSES

The term "residual flow" includes several processes that are often con-
sidered individually, because they are not all of the same importance. These
include the classical, two-layer, gravitational circulation of Hansen and Rattray
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(1965), in which a density-driven, inward flow of sea water along the bottom is
coupled with a net outflow of river water at the surface, the tidal residual circu-
lation (a non-linear tidal -process important in shallow estuaries), and the
atmospherically-driven circulation (driven by winds over the estuary and wind-
and pressure-induced changes in coastal sea level).

For many purposes it is a useful simplification to consider the response of
the tidal residual or density-driven circulations individually (as we do in the rest
of the section). or to think of the time-averaged properties of the system as
responding directly to low-frequency forcing (e.g., to a change in riverflow).
However, the perturbation expansion shows that system response to low-
frequency external forcing does not occur directly through the residual flow or
any part thereof, in isolation. The response occurs through complex adjust-
ments to the tidal circulation and salinity distribution, which then alter the resi-
dual flow as a whole. Thus, although it is convenient to separate the residual flow
processes from the tidal circulation, this simplification is not always applicable,
because the 0(1) circulation drives the O(E) residual flow.

1.3.1 Tidal Effects on Residual Circulation

The tidal part of the O(e) residual circulation is the result of the non-Linear
transfer of energy from the 0(1) semidiurnal and diurnal tidal circulation to
lower frequencies, and of differences in the intensity of vertical mixing
processes during the tidal month. There are two aspects of the tidal residual
circulation that are of concern here: its origin, and its time variation.

Let us first try to understand how tidal energy is transferred to lower and
higher frequencies, that is how the tidal flow can give rise to the tidal overtones
and to steady (or nearly steady) flow. The residual flow resulting from the pres-
ence of any single tidal constituent (e.g. the lunar semidiurnal component M2
discussed in detail in Section 3.1) would be steady and proportional to the ratio
of tidal range to depth times and the tidal current amplitude. It arises as fol-
lows. Consider a tidal wave entering one end of an idealized, narrow, shallow
channel of simple form and infinite length, without riverflow. Even though the
ebb and flood tidal currents at any level of the flow in this channel are by
definition equal, the upstream transport of water by the flood tide exceeds the
downstream transport on ebb tide, because the depth of the flood current is
greater than that of the ebb current. This occurs, because peak flood occurs
near the time of high water and peak ebb near the time of low water. That is,
the tidal height and the current are correlated and the product Ut has a positive
time average [Ut] that corresponds to a shoreward transport. This product is
called the Stokes drift (Longuet-Higgins 1969). (In a wide channel or one of com-
plex form, the expression for the Stokes drift is more complicated than this.)

The correlation of tidal heights and currents has still another effect: distor-
tion of the tidal wave, which produces the tidal overtones. The peak of the tidal
waves is in deeper water than the trough of the tidal wave. Since the propaga-

tion speed of the wave in shallow water is (gd)2 , where g is the gravitational
acceleration and d is the water depth, the peak of the wave propagates more
rapidly than the trough, distorting the wave. This distortion causes the tide (as
observed at any tide gauge) to rise rapidly and fall slowly, with strong, brief flood
tides, and long, weak ebb tides. Mathematically, this corresponds to reducing
the M2 amplitude and adding overtones (e.g., M4 and M6), that occur at multi-
ples of the basic M2 frequency.

There is a close connection between the net energy transported into an
estuary by the tide and the Stokes drift, as discussed in Section 3.4. In a shallow
system like the Columbia River Estuary, much of the energy of the incoming
tidal wave is lost to bottom friction. The outgoing (reflected) tidal wave is much
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smaller and carries less energy out of the estuary. The tide is partially or
totally progressive, and the Stokes drift, which is proportional to the energy
transport, is significant. In contrast, in a system with little friction (or with
strong, direct tidal forcing by the moon), the incoming and reflected tidal waves
will be of similar amplitude (a standing wave tide). In such a system, high water
will occur at slack water, U and e will be weakly correlated, and there will be
little Stokes drift and little net tidal energy transport into the estuary.

The Stokes drift is a property of the vertically integrated flow in the sense
that a current meter at any point in the flow in the above, idealized channel
measures only the perfectly reversing tidal currents. Nonetheless, a particle in
the fluid will, as it is moved back and forth by the tidal currents, experience a
net inward transport, because of the greater channel cross-section on flood tide
and frictional non-linearities of the flow. This is a case where the Lagrangian
motion (that following a particle) is different. from the Eulerian motion (that
observed at a fixed point in the flow field). Even if the Stokes drift is not directly
measurable with a current meter, its consequences are usually measurable. The
shoreward transport of water by the Stokes drift in a real channel of finite
length causes a surface slope sufficient to drive a steady return flow, that car-
ries an identical amount of water seaward. This Eulerian compensation current
may, during low flow periods, be a substantial fraction of the total discharge
(riverflow plus Stokes drift compensation flow: Section 3.3). This return flow is
distributed differently in the vertical than the Stokes drift itself. Thus, while the
effect of the Stokes drift for the water column as a whole is compensated by the
Stokes drift return flow, the net effect at any given level may be substantial (Ian-
niello 1977a,b, 1979, 1981).

A second major feature of the tidal residual circulation is its variation with
tidal range. As discussed in Section 3.2 and 3.3, tidal constituents interact with
one another, because of frictional and other non-linearities in the equations of
motion. The result is both the tidal harmonics at frequencies greater than twice
daily, and low-frequency variations at '15 and '28 days. The low-frequency vari-
ations correspond to major tidal constituents being in phase (e.g. M2 and S2 at
the spring tide) and 180 deg out of phase (e.g. M2 and S2 at a neap tide). The
Stokes drift and Stokes drift compensation current driven by a pair of consti-
tuents that are close in frequency (e g. M2 and N2, or M2 and S2; Section 3.1)
vary with the same '15 and '28 day periodicities as the tidal range (lanniello
1977a, b).

Just as important as the variation in Stokes drift during the tidal month is
the variation in time-averaged surface slope. There are several reasons for this
variation; one is the change in the Stokes drift compensation current; a larger
Stokes drift on a spring tide requires a larger slope to drive a larger compensa-
tion current. Another reason has been discovered during the course of CREDDP
investigations and related work. As discussed in Section 3.4. the dissipation of
tidal energy varies with the cube of the tidal range. Although the energy used to
increase the potential energy of the water column by vertical mixing of salt is a
very small part of the total energy dissipated, much more energy is available for
mixing on spring tides and stratification is reduced. The greater vertical mixing
and lesser stratification, in turn, mean enhanced vertical momentum transfer in
the water column; a greater part of the total flow "feels" the effects of bottom
friction. Because of the enhanced friction, a greater surface slope is needed to
drive the same mean flow seaward. Thus, river slope increases on a spring tide,
not only because Stokes drift compensation current increases, but also because
of enhanced friction.

1.3.2 River Flow and Density Effects on Residual Circulation



-The riverflow enters the system from the upstream end and increases the
surface slope of the system so that more water may be transported through the
estuary. Increased river flow effects, in a complex way, the stratification, mix-
ing, friction and salinity distribution. Fluvial effects increase in the upriver
direction, because the ratio of riverflow to tidal transport increases upriver.
The tidal-fluvial interaction is examined in detail in sections 3.3 and 3.4.

Most previous works on estuarine circulation have assumed that the time-
averaged, horizontal salinity gradient ( the baroclinic pressure gradient) and
riverflow were the primary factors maintaining the salinity distribution. Theory
(Section 1.2) and observations (Sections 3.6) show that tidal processes must also
be considered in the Columbia River Estuary. Nonetheless, available theoretical
studies of gravitational circulation yield important insights. The primary treat-
ments of steady, density-driven estuarine flow are those of Hansen and Rattray
(1965) and Hamilton and Rattray (1978); Officelr (1976) treats the same material
in a simpler fashion. The starting point for Hansen and Rattray (1965) theory is
the commonly observed form of the time-averaged salinity distribution (Figure
3a). Theories were developed for the central, inner and outer regimes, but it is
the central regime theory that is most relevant here. In this region of many
estuaries, the salinity gradient a is nearly constant in time and space. It is

possible to use conservation of momentum, mass and salt to obtain time-
averaged salinity and horizontal velocity as a function of depth. Since as is

assumed constant, the solutions have the same form throughout the central
regime.

The time-averaged force balance of the Hansen and Rattray theory is pres-
sure gradient versus vertical stress divergence (a subset of the steady, O(c)
force balance suggested in Section 1.1). The salt conservation equation distribu-
tion contains salt flux by the mean flow and entrainment, vertical mixing and
horizontal mixing. The horizontal mixing term is a representation of the tidal
transport that we find to be the dominant term. To obtain solutions, the hor-
izontal mixing is constrained to vary in an arbitrary manner, and the vertical
eddy diffusion coefficient in the vertical mixing term is assumed to be constant.
The Hansen and Rattray (1965) theory does not include several processes known
to be important in governing the salinity distribution in the Columbia River Estu-
ary. For example, the salinity gradient in the Columbia River Estuary is highly
variable in space and time (Figure 3b) and sometimes looks quite different from
that in Figure 3a. This theory, nonetheless, makes certain predictions which are
qualitatively correct.

The Hansen and Rattray (1965) theory suggests that the top-to-bottom
salinity stratification is dependent on the wind stress, the square of the riverflow
and the inverse of the vertical mixing (eddy diffusion) coefficient. Neap-to-spring
variability can be incorporated into the model by assuming that an increased
tidal range results in greater vertical mixing coefficient; this decreases the
stratification, in accordance with observations (McConnell et al. 1981; Haas 1977
and Section 3.5). The 1965 theory also predicts a steady gravitational circulation
that is increasingly inward, toward the bottom. This is caused by the baroclinic
pressure gradient (i.e., the salinity distribution). When this gravitational circu-
lation is combined with a steady, outward riverflow of proper magnitude, the
result is surface outflow and bottom inflow. This is the classical paradigm of
estuarine circulation.

1.3.3 Atmospheric Effects on Residual Flow
With regard to the atmospherically-driven circulation, we need to distin-

guish at least three effects: the flow driven by winds over the estuary, the flow
driven by the set down or set up of the continental shelf, and the inverse
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barometer effect.
The CREDDP two-dimensional, vertically integrated model has been used to

estimate the effects of local wind stress on the system, in the absence of tidal
flow; the following discussion of model results follows that in Hamilton (1984);
reference to Figures 20 to 22 of that report is useful. The model was run using
steady winds of 7 m/s, directed 0. 90, 180, 270 and 45 degrees true (deg true)
and a steady freshwater flow of 7350 cubic meters/second (me/s) or 260
thousand cubic feet/second (kcfs). In the absence of wind, the height difference
between Tongue Pt. and Jetty A was found to be '1 cm, with the surface level
somewhat higher along the north shore; this is presumably a result of the
Coriolis effect. A wind directed to the south causes an upwelling type coastal
circulation that decreases coastal sea levels by -2 cm; the Jetty A to Tongue Pt.
surface slope is nearly unchanged. Substantial cross-estuary height differences
(-6 to '8 cm) are introduced, with the largest anomalies in Baker, Grays and
Cathlamet Bays. Downstream flow is intensified in the South Channel because of
the water piled up along the south shore. A wind directed to the north causes a
'3 cm setup at the entrance and somewhat greater cross-estuary height
differences between Hammond and Altoona (-10 cm). The strongest downstream
flow is shifted to the North Channel, because of the water piled up along the
north shore.

The results for onshore and offshore (east and west) winds show minimal
effects on sea level at the entrance, small cross-channel slopes and much larger
effects on long-channel surface slopes and currents in the estuary. In the case
of an east wind, substantial upstream transport across the mid-estuary flats is
compensated by enhanced downstream currents in the channel and a height
difference between Tongue Pt. and the entrance of >8 cm. Sea level increases at
Beaver (RM-53) by -20 cm. An offshore wind causes sea level to drop nearly 20
cm below the no-wind case at Beaver, and the height difference between Tongue
Pt. and Jetty A is -- 5 cm. A wind directed 45 deg true (northeast) causes effects
similar to both the north and east wind cases, except that the large setup in
Baker Bay does not occur.

The model changes in surface slope seem qualitatively correct; the absolute
values are not. This occurs for two primary reasons. First, in the absence of
tides, the friction in the model is much too small, because the tides are the
dominant source of the frictional energy loss. NOS tidal height records suggest
that mean water level (MWL) at Tongue Pt. is -30 to 35 cm above mean sea level
(MSL); this is a mean surface slope of 10-5O. The model results show a surface
slope (in the absence of the tides) of only '3 xlO-. This comparison between
model and observed tidal heights provides one estimate of the effect of tidal
range on estuary surface slope. Second, the model is intended to model only
local effects, and, therefore, includes only a small part of the continental shelf.
We shall see that one major effect of an alongshore wind is to bring about
changes in sea level at the entrance of 10 cm to 1 m. To correctly model this
effect would require that a much larger part of the continental shelf be included
in the model.

The atmosphere affects the continental shelf circulation (and thus sea level
at the entrance) on a variety of time scales, from a few days to inter-annual.
Effects on two time scales (event, and seasonal to inter-annual) are of primary
interest to us.

Seasonal fluctuations in coastal sea level are associated with local and
ocean-basin scale, seasonal changes in pressure, wind stress and wind stress
gradients (Chelton and Davis 1982; Hickey 1979; Hickey and Pola 1983). In sum-
mer, the North Pacific (atmospheric pressure) High strengthens and moves
north; winds directed to the south predominate off the Oregon-Washington coast,
atmospheric pressure is high, sea levels are low and upwelling occurs. Shelf
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circulation in the winter is driven by north-directed winds, associated with the
Aleutian Low. Downwelling occurs, atmospheric pressure is low, and sea level is

elevated. The variability of all atmospheric parameters is much higher during
the winter, and intense storms may be interspersed with periods, of relatively
good weather.

Seasonal atmospheric pressure and winds affect sea-level at the coast in
two ways. First, atmospheric pressure acts directly on coastal sea level through
the inverse barometer effect (IBE). IBE refers to the fact that sea level (or a
water barometer) will rise about 1 cm for every 1 millibar (mb) fall in sea level
atmospheric pressure (Gill 1982). We shall see that removal of the IBE from
Tongue Pt. low-passed (daily tides removed) sea level data reduces the variance
by '35%. Second, continental shelf currents are, in large part, driven by the
alongshore component of the wind stress (Hickey 1979; Allen 1980). Because of
the Coriolis effect, wind-driven ocean currents move to the right (in the north-
ern hemisphere) of the wind. Predominantly south-directed winds during the
summer push water off-shore, lowering sea level at the coast; the reverse is true
during the winter. Thus, the coastal sea level cycle is closely related to upwelling
and downwelling.

With regard to the ocean-basin scale fluctuations, Hickey and Pola (1983)
and Werner and Hickey (1983) have demonstrated that the alongshore pressure
gradient of the North Pacific Gyre strongly modifies the seasonal and inter-
annual fluctuations in currents caused by the wind stress off the west coast of
North America. Further, the seasonal cycle of coastal sea levels was predicted
very successfully by combining the effect of deep ocean currents with a model
that utilized the alongshore gradient in wind stress. Remote contributions from
winds in regions to the south were found to be important in the Pacific
Northwest. The combined seasonal sea level cycle predicted by the model at 46
deg north latitude is -20 cm, on the average (Hickey and Pola 1983). Contribu-
tions to this cycle from seasonal heating and cooling were estimated to be less
than 1 cm.

The Columbia River effluent has a substantial effect on the density of sea
water in the adjacent coastal-ocean, by changing the salinity of surface layers
(Barnes et al. 1972). The seasonal runoff cycle may have, therefore, a steric
effect on regional sea level in addition to causing sea levels in the estuary to rise
above the level of the adjacent coastal ocean so that more water may be
discharged. Hickey and Pola (1983) found steric fluctuations of about 8 dyn cm
(dynamic centimeters) during a one month period in March. Substantially
larger seasonal effects are possible (Barnes et al. 1972). Evaluation of the sea-
sonal cycle of sea level caused by steric effects of the plume is complicated by
seasonal changes in the position of the plume; this questions has not yet been
resolved.

Event scale fluctuations (lasting a few days to a week) in currents and sea
level may be associated with storms of a longshore spatial scales of between a
few hundred to a 1000 km. Storm surges may be as large as two to three times
the amplitude of the seasonal cycle of sea level changes (up to '1 m). Coastal
sea level and currents may also be altered by energy from distant events
transmitted along the coast by coastally trapped waves (Gill 1982). Various
authors have argued that these waves drive fluctuations off the Oregon-
Washington coast of between 0.15 and 0.44 cycles per day (cpd) (Hickey 1979).

1.4 VERTICAL MIXING, STRATIFICATION AND CIRCULATION

The essential role played in the 0(1) circulation and salinity distribution by
vertical mixing requires that we examine this process further. We wish to know
both the dependence of 'vertical turbulent mixing on stratification, and under
what circumstances other processes may be responsible for vertical momentum
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exchange.

1.4.1 Types of Vertical Exchange Processes

We must distinguish (Dyer 1973) between situations where the vertical salt
balance is satisfied primarily by vertical mixing and vertical tidal salt transport,
and those where it it satisfied by entrainment. Entrainment occurs when a tur-
bulent fluid flows over a relatively less turbulent layer; net vertical movements
of momentum, water and salt occur as the upper layer erodes the lower. In con-
trast, vertical mixing and vertical tidal salt transport transfer momentum and
salt without a net movement of water. There is, furthermore, a necessary con-
nection between the horizontal and vertical salt transport modes in an estuary.
Conservation of mass ensures that significant upward entrainment can occur
only in an estuary with a two-layer flow. Water enters the estuary along the bot-
tom (because of the baroclinic pressure gradient and tidal flow: Section 3.2), is
entrained into the surface layer, and is carried out of the estuary in the surface
layer, diluted by river runoff. There will be a substantial, net upstream salt tran-
sport, driven by the gravitational circulation.

We have argued that the upstream salt transport in the Columbia River
Estuary is dominated by tidal transport terms, rather than the steady, density-
driven circulation. We will show in Section 3.2 that net upstream bottom flow is
quite variable in time and space and is not continuous over the entire salinity
intrusion length into the estuary. Finally, the scaling and perturbation analysis
of the salinity equation discussed in Section 1.2 does not place a time average,
vertical velocity term in either 0(1) or 0(e). All this strongly suggests that verti-
cal tidal salt transport and vertical mixing processes, rather than entrainment
dominate the vertical salt transport in the Columbia River Estuary, at least in
the average picture.

We can further distinguish between the turbulent, bottom boundary layer
dynamics that govern partially to well-mixed locations in the flow, and the more
complex pycnocline processes that govern salt transfer in highly stratified situa-
tions (Gardner et al. 1980). In the first case, energy for turbulent mixing arises
primarily from the frictional interaction of the flow with the bottom. The bottom
layer of such a flow is fully turbulent, and we should expect vertical mixing to
outweigh entrainment. This would correspond to maintenance of a horizontal
salt balance by primarily tidal oscillatory mechanisms. Vertical salt fluxes can
occur both with and without net vertical movement of water at the pycnocline of
a shallow, highly stratified flow. In this case, turbulence is suppressed to such a
degree that it is not the principal agent of vertical salt transport there. The
processes bringing about vertical salt transport under these conditions are
episodic, diverse and poorly understood (Gardner et al. 1980).

The difficulty with a system such as the Columbia River Estuary is that the
variability of stratification and mixing processes; processes as diverse as verti-
cal turbulent mixing and the breaking of internal waves are responsible for vert-
ical momentum and salt transfer. We can deduce from the profiles presented in
Section 3.2 and 3.5 that the more complex interfacial processes associated with
highly stratified systems occur under certain conditions in the Columbia River
Estuary. We can not, on the basis of the large scale studies carried out to date,
quantitatively describe such processes. Nor can we definitely state how impor-
tant they are, on the average, to the dynamics of the system, because the profile
data from the high flow season is very limited.

1.4.2 Formulations of Vertical Mixing and the Effects of Stratification
Terms representing the vertical gradients of turbulent stress or momentum

flux and salt flux occur in the 0(1) equations of motion and salt continuity,
respectively. The importance of these vertical fluxes suggests that we need to
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know.more about their representation. 'and the effect of stratification on them.
The relevant turbulent stress in the along-channel momentum equation may be
written: i-2 = -p[u'w'], where the brackets represent a time average over a suit-
able interval (perhaps a few minutes), and the primes denote instantaneous
deviations from the time average. The stress results from the correlation
between fluctuations (u' and w') in velocities U and W; it can be thought of as a
vertical transfer of momentum from a more energetic part of the flow to a less
energetic part.

In the case of turbulent flow over a boundary (the seabed), energy is lost
from the mean flow as a result of the interaction of the flow with the bottom. The
energy lost from the tidal flow appears as turbulence. The velocity U in the
vicinity of the seabed for a steady, unstratified, turbulent boundary layer can be
given by:3 ~~~~~~~~~~~~~U. Z

U k In( (6)

where (in dimensional variables):

u. is a scale velocity given by u. =
p

rb is the shear stress at the bottom,
k is a von Karman constant ='0.41,
In is the natural logarithm,
Z is the depth of the flow, measured upward from the seabed, and
z0 is a roughness scale length specified by the grain size of the bottom
(or the bedforms, if any are present)

This velocity increases very rapidly close to the seabed, and more slowly higher

in the flow; the shear is given by au = k As soon as stratification appears in

the flow, the turbulence is inhibited and the logarithmic profile is modified.
Time dependence of the flow also alters the flow (Lavelle and Mojfield 1983), but
to a lesser degree. The energy loss to turbulence (the turbulent production) is
closely related to the shear; the turbulent energy production is given by:
[U'Wt] du

The turbulent salt flux [w'S'] that appears in the salt continuity equation
arises from correlations between fluctuation Ws' and w') in salinity S and vertical
velocity W. In a stably-stratified system, this flux will normally move salt toward
the surface. Since this raises the center of gravity of the fluid, it changes tur-
bulent energy into potential energy.

We may express the vertical turbulent salt flux [w'S'] more generally as a

buoyancy flux g- [ w'p' ] since the density is essentially determined by the salin-
p

ity. When the energy lost to the buoyancy flux exceeds the turbulent production
at any point, then the turbulence is losing energy faster than it is gaining
energy. In the absence of diffusion of turbulence from some other part of the
flow, the flow will cease to be turbulent at this point. The condition for the ces-
sation of turbulence is expressed in terms of the flux Richardson number:

1 [p'w']

Rif= p > 1 (7)
au >1W,

which is the ratio of buoyancy flux to turbulent production.
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It is generally impossible in synoptic-scale oceanographic studies to meas-
ure either the buoyancy flux or production; both must be represented in terms
of the mean properties of the flow that can be measured. It is customary to
represent the turbulent momentum flux [uw'] in terms of the mean momentum
gradient au and a proportionality constant or parameter Km. and the turbulent

buoyancy flux -FL[ p'w'] in terms of the mean density gradient R ( ap ) and ap p OZ as
parameter K,. The turbulent salt flux [Sw] can then be expressed as Kp( as).
The above condition for the cessation of turbulence can then be rewritten in
terms of the gradient Richardson number, which contains measurable quantities
(the mean velocity and density gradients):

g ap

Ris= PZ az 2 .25 (8)
1 25

az

Specification of the turbulent fluxes still requires determination of the form of
the parameters Km and KI,. This has been done in many ways; the method used
here was derived for boundary layer flows by Bosinger and Arya (1974) and Long
(1951):

Km = ku.Ze h (9)

where:

h is a length scale, which we take as I of the depth.
3

Km increases nearly linearly from the bottom, reaches a maximum at the height
h, and then decreases more slowly toward the surface. This reflects the vertical
change in size of the turbulent eddies responsible for the turbulent fluxes. This
value for unstratified flow can be corrected for the effects of stratification, for
which (Long 1981):

ku*Ze h(0

l+#f(Rigz'u2 u.)

-z
ku.Ze h

p k+ Pf(Ri.T'rua)

where:

f(RigT,.u.) is a known function, and
7 and If are a constants.

Rig enters here, because it is a measure of energy lost by the turbulence to the
potential energy field. As is clear from the form of the expression, vertical mix-
ing is reduced in the presense of stratification.

1.5 STRUCTURE OF THE REPORT
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Section 2 presents the methods used by the circulation work unit. The
results presented in Section 3 include analyses of tidal processes and tidal-
fluvial interactions, the energy budget, the salinity distribution and the factors
maintaining it, vertical mixing processes, salt transport mechanisms, and the
forcing of the low-frequency or residual circulation. Appendix A presents sam-
pling stations; Appendix B, selected harmonic analysis results; Appendix C, his-
torical tidal data; Appendix D, inundation time data; Appendix E. salinity distri-
bution plots; and Appendix F, 1979-81 riverflow.
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2. METHODS

2.1 FIELD PROGRAM AND INSTRUMENTATION
The 1980 CREDDP field programinstrument calibration, and preliminary

data processing have been described in detail in an earlier report (Webster and
Juhasz 1980). The field program consisted of a continuous monitoring program
(March to November 1980) and two intensive cruises (high-flow, June 1920, and
low-flow, October 1980). The sampling periods and riverflow are shown in Figure
4. The purpose of the continuous monitoring program was to assess seasonal
and tidal monthly variability at important locations. The intensive cruises were
designed to provide detailed information over half a tidal month, under high and
low-flow conditions. Station locations are shown in Figures 5 and 6. More
detailed information regarding sampling stations is given in Appendix A.

The continuous monitoring program cohsisted of repeated deployments of
five Aanderaa current meters on the Astoria-Megler Bridge (two North and three
South Channel) and two pressure gauges near Beaver at River Mile 53 (RM-53;
Figure 5). The Astoria-Megler Bridge location was selected because of its position
in the critical middle reach of the estuary, and because the bridge pilings
offered a secure location for the instruments. The pressure sensors were
located at Beaver because of the need for upriver tidal height data. The Aan-
deraa current meters were equipped with conductivity, temperature and pres-
sure (or in some cases, transmissivity) sensors, in addition to the usual speed
and direction sensors. Additional tidal height data were available at Tongue Pt.
(RM-18) from the National Ocean Service (NOS); and at Jetty A (RM-3), Wauna
(RM-42), and Columbia City (RM-83) from the US Geological Survey (USGS). The
continuous monitoring program was interrupted by the eruption of Mt. St.
Helens; all instruments were removed May 19, 1980, and were not replaced until
the June cruise.

The two intensive cruises each consisted of two-week deployments of 17
Aanderaa current meters, 30-day deployments of seven or eight Aanderaa pres-
sure gauges, and a 15 to 30-day deployment of an Aanderaa anemometer (Figure
5). Extensive profiling was carded out during the October cruise with two
velocity-conductivity-temperature-depth (VCTD) profilers (Figure 6). The charac-
teristics and calibration of, and data processing from these instruments are
described in Narayanan. et al. (1982). The velocity (two orthogonal components)
was measured using an electromagnetic sensor. Probe orientation was deter-
mined by use of two tilt sensors and a compass. This allowed for correction of
the velocity record for the lowering velocity, which enters the velocity record
under high current conditions (when the instrument is not vertical). The other
sensors and the data transmission were provided by a Guildline CTD. All data
were recorded on tape cassettes. Preliminary plots were made on shipboard to
check instrument function. Data were transferred to nine-track tape after de-
spiking and calibration. Because of the extensive current meter and profile data
available, the CREDDP data for October 1980 constitute the best available reali-
zation of a low-flow period. Station locations for all time-series (current,
anemometer, and pressure gauge) and profiles for 1980 are given in Appendix A.

NOS staged a very extensive field program in the estuary in 1951 (Figures 7
and 8 and Appendix A). These data provide (for some time periods) far more
extensive time-series data than were available through CREDDP. Moreover, the
spring freshet in 1981 was the largest in the 1975 to 1982 period. Some CTD
profile data are available, but no velocity profiles were collected. The NOS field
program, instrumentation and data processing is described in more detail in the
project instructions (Townsend and Hull 1981). These data were received too
late to be completely analyzed during the program.
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Figure 8. NOS 1981 CTD profile stations. Further sampling information is included in Appendix A

t ~ ~ ~ ~ -+ '\ it I

01

t'3 Q~~~~17 

*1-~~~~~~2

1-~~~~~ 1



Additional data sets are available from Corps of Engineers work in 1975,
1977 and 1978. These data have also been analyzed and incorporated into the
CREDDP data base, and 1977 - 1978 Station locations are given in Appendix A.

2.2 PRELIMINARY DATA PROCESSING

The handling of time-series data (anemometer, current meter, and
tide/pressure gauge) follows a process designed to detect and eliminate errors.
This process consists of file creation, plotting, filtering, harmonic analysis (not
used for anemometer files) and calculation of statistics for each measured
parameter (current meter data only). Calibration procedures for CREDDP data
are described in Webster and Juhasz (1981); NOS procedures are described in
Townsend and Hull (1981) and Kalvaitis (1981).

Errors in tidal height records are relatively easily detected through plotting
and harmonic analysis (Section 2.3). Some errors in current velocity records
(e.g. lost or jammed rotors) are very easily detected in plots or by comparison
with other records. The harmonic analyses are sufficient to detect major errors
in timing or direction. Wave-pumping can often be detected because of rough-
ness in the direction record. Uncorrected errors due to fouling, mooring motion,
wave action. etc. are still almost certainly larger, when they occur, than the cali-
bration errors. During periods of strong tidal flow (>100 cm/s), these errors will
be only a few percent of the measured flow; during periods of weak tidal flow,
wave action may introduce major errors. This occurs because the Aanderaa
current meters measure direction only once every sampling interval, while the
speed is averaged over the entire sampling interval.

Halpern et al. (1974) nonetheless found that an Aanderaa current meter
moored at 20m on the continental shelf gave the same (at the 95% confidence
level) spectral estimates as a nearby vector-averaging current meter, at all fre-
quencies less than 2 cycles/hour. The vector-averaging current meter is nearly
immune to the wave-pumping and mooring motion problems that affect the Aan-
deraa current meters. Differences in the mean flow and time-series record
between the two meters were smallest during the periods of strongest flow.
While our meters were generally closer than 20 meters (m) from the surface, the
tidal flows in the Columbia River Estuary are much larger than, and the mean
flows comparable to, those on the continental shelf. Wave action is much less
severe. We may therefore expect that our measurements of the tidal and lower
frequency circulation are not seriously influenced by mooring motion problems.
Fouling is believed to be unimportant for short deployments (<15 days). It may
result in errors in records from longer deployments; however, few velocity
records exceed one month, because of rotor loss or jamming.

Detection of invalid temperature and salinity data is largely a matter of
internal consistency -- comparison with other data collected at the same time at
adjacent meters. This is done through temperature-salinity (T-S) plots and a T-S
statistics program. The riverine end-member water type can be established
from records taken upstream of all salinity intrusion. Oceanic water types are
defined in Conomos et al. (1972) and discussed in Section 3.5.1. Extensive inter-
comparison of records suggests that the accuracy of Aanderaa records is lim-
ited by systematic errors to about "0.5 parts per thousand (ppt) in salinity and

0.2 degrees Celsius (deg C) in temperature. Larger errors occur sporadically.
These accuracies are quite sufficient for the work at hand.

No tests beyond visual inspection and comparison of records have been
employed with the anemometer data. Winds are notoriously difficult to measure
in coastal regions because of the spatial variability induced by topography, sea
breeze circulations, etc. For many time periods, only one anemometer record is
available, and the only comparisons that can be made are with the geostrophic
wind data calculated by NOAA by the method of Bakun (1975) or with Newport,
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OR winds provided by Oregon State University. The geostrophic winds are
representative of winds off the coast, averaged over spatial scales of three deg of
latitude and longitude. They are consistently stronger than measured coastal
winds. The Newport winds have been used in numerous studies of circulation off
the coasts of Oregon and Washington, because they seem to be more closely
related to continental shelf processes than data from most other coastal sta-
tions (Allen 1980). Nonetheless, longshore gradients in the winds between
Newport and Astoria are significant (Barnes et al. 1972). The statistical relation-
ships between Newport winds, local winds, and geostrophic winds are explored in
Section 3.7.

All current meter and most tidal height and anemometer data were
received on magnetic tape. In those instances where it was necessary to enter
data by hand, the data were punched on data cards twice. Errors were detected
by computer comparison of the two copies of the data. Isolated errors in time-
series records and gaps of a few hours between current meter deployments were
corrected by interpolation. Gaps of more than a few hours usually can not be
interpolated. In two instances where a T-S curve that was both linear and stable
in time could be defined from an adjacent meter, the T-S curve was used to
interpolate missing salinity data (Jay 1982).

No analyses have been undertaken to determine the validity of the VCTD
and NOS profile data. Calibration and preliminary processing of these data are
described in Narayanan et al. (1982), Townsend and Hull (1981) and Kalvaitis
(1981).

2.3 DETERMINATION OF TIDAL PROPERTIES

2.3.1 Harmonic Analysis Methods

The programs used for harmonic analysis of tides and currents were those
developed by the Canadian government for their tidal height and current predic-
tion work (Foreman 1977 and 1978). They have been modified and extended for
application to the Columbia River Estuary. The harmonic analysis routines have
been tested by comparison of results at Tongue Pt. with historical analyses con-
ducted by NOS (obtained through personal communications with the NOS Tidal
Datums Branch).

Errors in the harmonic analyses result primarily from inadequate record
length, which limits the number of tidal constituents that can be calculated, and
shallow water tidal effects not accounted for by the harmonic analysis (tidal
currents); and from inadequate resolution of the low-frequency flow (both tidal
heights and currents). For short records, failure to calculate some consti-
tuents may introduce significant errors into the calculation of nearby larger
constituents. This problem is dealt with by use of longer records, or by infer-
ence of the missing constituent from its magnitude at a nearby station. The
method is explained in Foreman (1977 and 1978).

A calculation of the root mean square (rms) residual error (difference
between observed and predicted values) is part of each analysis. This residual
error consists of a contribution from the time-dependent, non-tidal circulation
and the actual error; these two are difficult to separate. The rms errors nor-
mally range from i 4 to ± 20 cm for tidal heights, and ± 4 to ± 20 cm/s for tidal
currents (for deployments of 15 days or longer). Larger rms differences are
sometimes found in the tidal-fluvial part of the system, because of freshwater
effects. The rms error will, in the absence of errors in the data or of a strong,
unsteady, non-tidal circulation, decrease as the record length increases,
because of the inclusion of more constituents in the longer analysis.

Numerical experiments described in Foreman and Henry (1979) and further
experiments with CREDDP data suggest that a record length of six months

30



suffices to define the values of the major tidal height constituents to within '2
cm and '5 minutes in time. Inference of one diurnal constituent allows a resolu-
tion nearly as good with a one month record. Comparison of pressure gauge
records (which have an additional low-frequency component, due to shifting of
bottom sediment) with nearby tide gauge records suggests that the poor resolu-
tion of the low-frequency flow has very little effect on the calculated tidal height
harmonic constituents. In conclusion, our knowledge of tidal height harmonic
constants is quite adequate for most oceanographic purposes.

Despite the analyses carried out on more than 220 current meter files, the
resolution of the current harmonic constituents remains less than totally satis-
factory. This occurs, because most of the files are shorter than one month, and
because currents are inherently more complex, variable and difficult to meas-
ure than the tidal heights.

2.3.2 Harmonic Constant Reduction
Most methods of analysis of time series data require that the data be

spaced evenly in time. Tidal heights are routinely tabulated in the form of
hourly observations, from which harmonic constants can be determined. The
mariner and marine manager are commonly more interested in the traditional
tidal parameters such as tidal range (distance between tidal extremes) and high
and low water intervals (time of high or low water at a station) that appear in
tide tables. Since tidal extremes only occasionally coincide with evenly spaced
observations, NOS has developed methods (known as harmonic constant reduc-
tion) of calculating the traditional tidal parameters from harmonic constants
(US Coast and Geodetic Survey (USCGS) 1952). Our computer program, based
on this publication, was tested using the known tidal properties at Tongue Pt.,
obtained by personal communication with the NOS Tidal Datums Branch.

Errors occur in the quantities calculated by harmonic constant reduction if
the harmonic constants are not known with sufficient accuracy. Additional
errors result if the calculated datum level is not reduced to a long term value.
The magnitude of these errors may be estimated by comparison of Mean Lower
Low Water (MLLW) calculated by harmonic constant reduction with the values
provided by NOS. Comparison of calculations based on five '6 to -9-month and
three 12-month records with accepted datum levels suggests that an error of ±3
to ±10 cm results from use of records of this length. Use of shorter records
may produce substantially greater errors. No attempt has been made to reduce
calculated datum levels to 18.6 year epoch values. The calculated MLLW in
tidal-fluvial part of the system (above Altoona) may also differ substantially from
the accepted Columbia River Datum (CRD), because of riverflow effects, and the
tidal range varies substantially with riverflow at upriver stations.

2.3.3 Tidal Inundation Time Calculations
The tidal inundation times were calculated for 11 stations between Jetty A

(RM-3) and Columbia City (RM-83). The tidal data used for these calculations
were provided by NOS and USGS. These inundation time calculations are dis-
cussed in Jay (1983). Subsequently, NOS provided a calculation of tidal inunda-
tion time based on 21 years of data, 1940 to 1969. Only these results are
presented here. The data used by NOS are from the time period 1940 to 1961.
The secular sea level trend at Astoria for the period 1940 to 1978 is -- 0.2 to -0.3
cm/yr (Chelton and Davis 1982). Sea level has, therefore, declined J4 to "6 cm
between 1951 (mid point of data used for the tidal inundation plot) and 1981.
The results for the 1940 to 1961 period have, accordingly, been referred to MLLW
for the 1941-59 epoch, which is '5 cm lower than the datum for the 1960-78
epoch used for the 1978 to 1981 data.
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Figure 9. Tidal model geometry: (a) definitions of mean
depth ao, tidal height h, and bed elevation zo;
and (b) stream width bso and total width bo.
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2.4 THE ONE-DIMENSIONAL HARMONIC MODEL OF THE M2 TIDE

2.4.1 Model Formulation

The model chosen was the simplest available model that incorporated all
the essential features of the M2 tide (the lunar semidiurnal tidal constituent,
which accounts for most of the tidal energy in the system; Section 3.4):
variable-width, friction, river inflow and storage of water over the sand flats. The
model may be characterized as a one dimensional, quasi-analytical, harmonic
model. Its formulation and use are described in great detail in Dronkers (1964).
The equations of motion and continuity are:

Oh + ao + I + 1 a a 2b +b Qh
_x ax gA at gA2 at

C2 (a0 + h)A2 ) IQIQ=o (11)

IQ + bat = 0 (12)

whe re:

Q = transport in m 3 /s
h = tidal height in m
x = horizontal distance (positive upriver, with the origin at the mouth), in m
a0 = mean water level, in m
I = slope of the bed
b and b, describe channel geometry (Figures 9a and b)
A= aob.
t = time ins
aK = UA fUA3 dA

g = the acceleration due to gravity in m/s2

C = DeChezy's coefficient in s/m 2

Height h and transport Q, and all the coefficients of the equations are functions
of x and t. The time-dependence of h, Q and the equation coefficients can be
eliminated by the assumption of sinusoidal time-dependence and expansion in
Fourier series; complex notation is introduced to simplify the algebra. The
expansions for h and Q are:

h(x,t)= h,(x)cos(ncjt+can) (13)
n=i

whe re:

h,(x)cos(ncjt+at) = Hn(x)ern"t + H-n(x)e-Int
h.(x) = 2 | H.(x) I
Hn(x) = I h.(x)e

2
H-n(x) = 2 h,(x)e ( )

h and a(n are the amplitude and phase of the nth tidal component,
and H,(x)andH-,(x) are complex functions.
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Q(xt) = qo(x)+ z q,(x)cos(ncat+p,(x)) (14)
n=1 

where:U

f,, = the phase of the nth current component in deg
c = the frequency of the lowest order tidal component (in our case, M2) in
cycles/s,
qo(x) is the riverflow transport and
q,(x) is the transport due to the nth tidal constituent and may be expressed
in complex form in the same way as h,(x).

The expansion for the various coefficients in Eqs. (11) and (12) is done in an
analogous manner.

The assumption of sinusoidal time-dependence and the Fourier expansion to
account for the various tidal constituents allows separation of the time and
space parts of governing differential equations. Only the riverflow and the M2
constituent (corresponding to the first term in the expansion for h and the first
two terms in the expansion for Q) have been so far modeled. Higher harmonics
(e.g. M4, MS, etc.) may be added to the model, but addition of the diurnal tide
will require reformulation of the model. Addition of the diurnal tide is difficult
because the model assumes that the lowest frequency tidal component (in this
case, the diurnal tide) is the largest in amplitude, whereas the semidiurnal M2
component is in fact larger.

The non-linear advection and friction terms in Eq. (11) prevent direct
analytical solution of the problem. The non-linearity of the friction term is over-
come by expanding the friction term as a Fourier series:

IQIQ=Co+X(CQea' t+C-QA-ne-i t) (15)

The coefficients (CO, the C. and the C-,) are then evaluated from the correspond-
ing Fourier integrals; evaluation beyond n=1 is too cumbersome to be practical.
The coefficients for the first order terms depend on whether Qo(x) (the riverflow)
is greater than QI(x) (the transport for the M2 tide) for each section. The
details are given in Dronkers (1964). Expansion of the friction term in a Fourier
series linearizes it; however, the terms of the expansion are recalculated during
each iteration, as successively better estimates of Q become available.

Evaluation of all Fourier integrals leads to the following equations of motion
and continuity:

dH + (rokicIQI + i(cam 0 )Q1 (16)

+ I nor koIQ gA2 + r2kioIQ IHIQ_.iHI= U
The expression for evaluation of the surface slope d is:

da° + I + rokoo IQI 2 + 2rlk10 jQ112 IHIIcos(argH1 - argQI) (17)

+ 2ci'+ 2b0 + bI | l HHI I Ql I sin(argH, - argQI) = 0 (18)
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The equation of continuity becomes

dQI + iajb 0HI = 0 (19)

where: d

ro0 koo, rl, and kl, are all coefficients resulting from the Fourier decomposi-
tion of the friction term,

Im(H1 )
arg(HI) = arctan (

R(HI)
lm(HI) = imaginary part of HI,
Re(H,) = real part of HI,
bo, b.0, are geometrical factors defined in Figuire 9b,
A = aobW.
mo and ml are coefficients arising from the Fourier expansion of the cross-
sectional area
all of the above geometrical factors and coefficients are functions of x, and
a2 has been set to zero, which neglects the convective acceleration associ-
ated with water stored over the tidal flats.

The resulting equations remain non-linear, and all the coefficients are functions
of x. The exact solution to the non-linear problem is not known, but an approxi-
mate solution can be derived iteratively, using an assumption of the form of Qj
as derived from the analytical solution to the Linear-friction case, where the
boundary shear stress is taken to be proportional to.Q, instead of to IQJQ (Officer
1976). The estuary must be divided into segments, each of which has (approxi-
mately) constant coefficients. The segments must be short enough that the aver-
age values employed for the friction and geometric expansions are realistic for
the entire segment.

The solution for each section is assumed to be of the form (including the
sinusoidal, time-dependent part):

HI = Cle + C'e - -vlx + (20)

and:

Q,= -icabo l-eltIX- VX+C- elo +;'fly (21)

CjI ka-2-vx 0 ltI~+yY

where:

Cl and C2 are complex constants,
k, = -(sII + iv1)
k 2 = (g2 + il/2)

The solution consists of two waves propagating in opposite directions. The vi are

the wave numbers ( -A A where A is the wave length) for the wave going upriver (i
A

=1) and downriver (i=2). The p.i are damping coefficients; note that the inbound
wave dies out exponentially, whereas the outbound wave grows exponentially.
For the no riverflow case, JLI/Lt 2, otherwise, the additional friction associated
with the riverflow causes jul to be greater than pg2 .

Determination of the values of the wave numbers, damping coefficients and
other factors for each section completes the solution. This is carried out itera-

tively by use of the complex function: Z(x)= Q'W , where Q1 is assumed to be
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constant with x on the first iteration. The matching of Z(x) at boundaries
between sections is carried out using a linear relationship between Z(x) at the
beginning of the section and Z(x) at the end. This linear relationship is derived
under the assumption: ekit 1+kjx. This assumption requires that the segments
used be a small fraction of the wavelength of the tidal wave: this is not a severe
limitation. Segment lengths of one mile were used below RM-20, to resolve in
detail the response of the system to changing geometry and friction in this
reach. Segment lengths of two to five river miles were used between RM-20 and
RM-100. The tidal wavelength is of the order of 200 miles.

The boundary conditions are: Hj(x) at x=0 specified (i.e. amplitude and
phase of the tide at the mouth) and Ht(x)=Q1 (x)=O as x approaches infinity. The

later condition leads to: Z(x) = k 1i . In practical application, the boundary con-

dition for x approaching infinity is applied at- River Mile 150. Since the form of
the tide only in the lower 685 river miles (to Columbia City) was of interest, the
complexities of Willamette River/Portland Harbor were not included in the
model. The model normally converges after about six iterations.

The study of the tidal-fluvial interactions and the evaluation of the impor-
tance of friction and geometry to the tide were the primary purposes of con-
structing the model. The specification of friction and geometry is, accordingly,
of some importance. The geometry used in the model is shown in Figure ia
and b. The division between storage areas and stream areas (areas which
transmit flow) is somewhat arbitrary. All peripheral bays and selected other
areas were excluded from the stream area, the largest such area was the bight
north of the navigation channel and between Jetty A and North Jetty. Eddy like
currents are known to occur there (US Army Engineers 1960), and the exclusion
of this area does not lead to unreasonably large currents near the entrance.

Specification of the friction was found to be dependent on riverflow and
channel position but not tidal range. The drag coefficient (which is related to

DeChezy's coefficient C as CD= d ) was taken as .0011 for RM-1 to RM-12 for all

runs. Its value was increased linearly with river mile to .0051 between RM-16 to
RM-28. The value above RM-28 was found to be dependent on riverflow; higher
riverflows required lower drag coefficients. The range of drag coefficient for this
part of the system was 0.0039 to 0.068. The decrease in friction coefficient with
increasing river flow reflects the increase (by as much as a factor of two) in flow
depth associated with higher riverflows. The spatial variation of the drag
coefficient in part reflects spatial variations in form drag due to bedforms and
channel configuration; the area of low friction near the entrance coincides
roughly with the area of small, tidally-reversing bedforms (Sherwood et al.
1984). But form drag is only part of the problem; the area of low friction is also
the part of the estuary where stratification alters the velocity profile and
reduces boundary shear stress (Section 3.2).

The model was verified for the M2 tide for three different river flows (146,
277 and 433 kcfs; or 4139, 12,261 and 28,320 m 3 /s) using tidal height harmonic
analysis results for months having this average flow. For the 146 kcfs case, two
additional tidal ranges were run, corresponding to M2 + S2 + N2 and M2 - S2 - N2
tides. These represent tidal ranges of ' 2.7 and "1.06 m at Tongue Pt.; the M2
tide alone corresponds to a tidal range of a -1.9 m at Tongue Pt. The agreement
between the model and the data was generally excellent; results are given in
Section 3.1.

2.4.2 Formulation of the Energy Budget
The M2 tide accounts for most (>70%) of the total tidal energy that enters

the system from the ocean, and the major semidiurnal constituents (M2+N2+S2)
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Figure 10. Tidal model geometry: (a) stream width, total width and depth, and (b) cross sectional area
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account for more than 80% of the total tidal energy input. We can, therefore,
account for most of the energy available for circulation by considering only the
semidiurnal tide and the river inflow. Although the oceanic and direct tidal forc-
ing at the frequency of M4 (the lunar quarterdiurnal) is insignificant, we know
from sections 1.1 and 1.3 that energy from the M2 tide is transferred to over-
tides (M4, etc.) and the tidal residual (quasi-steady flow). We should therefore
consider the M4 energy in the tidal terms and the Stokes drift compensation
flow in the mean flow.

The riverflow in the system is sufficiently large that it dominates the energy
budget in the tidal-fluvial part of the system. We have been unable to find in the
oceanographic literature on energy budget for any estuary that included
riverflow. We therefore begin by defining the energy budget for a system where
the riverflow (assumed steady) plays an important role" Consider a longitudinal
section of estuary (e.g. from the mouth to some arbitrary river mile). The
energy budget for this section of the system is found by multiplying the verti-
cally and laterally integrated along-estuary equation of motion by the along-
estuary velocity and the density. Integration with respect to longitudinal dis-
tance over some finite length of the estuary then yields:

Tidal terms:

(22)
tidal energy flux in at downstream end (M2 +M4)

- tidal energy flux out at upstream end (M2 +M4)3 direct work by moon on water's surface in section

Mean flow terms:
+ mean flow kinetic energy flux in at downstream end
- mean flow kinetic energy flux out at upstream end
+ mean flow potential energy flux in at downstream end
- mean flow kinetic energy flux out at upstream end

Interaction term:
+ tidal/mean flow kinetic energy flux in at downstream end
- tidal/mean flow kinetic energy flux out at upstream end

Sink terms:
= tidal dissipation + mean flow dissipation
+ tidal/mean flow interaction dissipation
+ buoyancy flux ± temporal change of energy stored in tidal

oscillation, within the section
This general formulation is too complex for present purposes and contains

terms that can be dismissed as unimportant. Scaling arguments and calcula-
tions for other estuaries (Uncles and Jordan 1980; Heath 1981) suggest that dis-
sipation is the only important sink term. Direct work by the moon is unimpor-
tant for a body as small as the Columbia River Estuary. We neglect the transfer
of M2 energy to other frequencies and write the resulting energy balance in
terms of model parameters Qo(x) (the riverflow transport) and Ql(x) (the tidal
transport amplitude):

A(4pghiqjcosat) + A(pghbq,) (23)

A(M2 energy flux) A(potential energy flux of mean flow)

Personal communication with B. Giese, SeatUe: University of Washington.
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+ Aqo]+ J3Poq I
~2A 2 J 4%A

A(mean flow kinetic energy flux) A(tidal/mean flow interaction kinetic energy)

4pCDq13cosy(sin 2y + 2) 4pcDq7Y
=~~cA +&jA2 cJA3

tidal dissipation mean flow dissipation

+ 3PAaq (4qocosy - qj(2-y - sin(2-y))

tidal/mean flow interaction dissipation

where:

d = a, - fl, the phase difference between the tidal height and the tidal tran-
sport,
the A indicates the difference between the downstream and upstream ends
of a section of the estuary,
h. and q0 are stage and mean flow at the midpoint of the estuary section,
h, and q1 are the tidal height and tidal transport amplitudes at the midpoint
of the section,
A = flow cross-sectional area for the section, and

7y = arccos( 2| qo ). for q0 S2| Ql |

y = ir for q.2| Q1 I

Expression of the energy budget in terms of the model parameters is straight-
forward except for the phase angle y. The phase y represents the difference in
duration of flood and ebb tides, caused by the mean flow (Dronkers 1964). Thus,
if the duration of one tidal cycle is 2 Tv radians, flood tide lasts from +y to 2Tr-y,
radians and ebb tide lasts from -y to +7 radians. At the entrance, Y is close to
"-: (ebb and flood have nearly equal durations). Upriver, where ebb tide prevails
at all times, y = iT.

2.5 STATISTICAL METHODS
The analysis of residual flow processes relies heavily on statistical methods.

To use statistical models to investigate dynamical processes, it is generally
necessary to remove the tidal signal (and higher frequency signals) by use of the
digital filter described in Section 2.7. and then to remove the seasonal signal.
The seasonal signal is removed because the seasonal cycles of flow and forcing
variables are often strongly correlated for reasons that are either not causal or
not of interest in the present study (Chelton and Davis 1982). This correlation
may result in erroneous conclusions concerning cause and effect. All atmos-
pheric variables (wind velocity components and pressure) are, for example,
correlated at low frequencies. Elimination of the seasonal part of the inter-
correlation between forcing variables also improves the statistical results,
because inter-correlation between variables used in a statistical model badly
degrades the reliability of the model (Chelton and Davis 1982). The time-series
data used in the statistical models remain somewhat noisy and inter-correlated,
and the dynamical relationships that we wish to examine may show significant
seasonal variation. Long records must, therefore, be used if statistical
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conclusions are to be valid.
The need for long records has dictated an approach based primarily on

atmospheric and tidal height data, for which long records are available. Current
and salinity records have been used to a much lesser extent because the record
lengths are generally too short to draw definite conclusions. Geostrophic winds
and Newport. OR winds have been used instead of local winds because local wind
observations were incomplete. Seasonal signals in riverflow and Tongue Pt. tidal
height were removed using long-term records of monthly mean riverflow
(obtained from the USGS) and monthly mean tidal height (obtained from NOS).
In all other cases, the seasonal signal was that internal to the data actually used
for the correlations. Records were three or more years in length for atmos-
pheric variables and tidal range, and varied from six to 18 months for other tidal
heights (other than Tongue Pt.) and the slope data calculated from tidal heights
at adjacent stations.

All statistical calculations were carried out using the Minitab statistical
computing package, which is described in Ryan et al. (1976, 1980).

Daily riverflows for the Mouth of the Columbia River were calculated from
Bonneville Dam flow data (obtained from the Corps of Engineers, PorUand Dis-
trict) and Willamette River at the Mouth flow data (obtained from the USGS). A
relationship was obtained between flow at Bonneville, Willamette River data and
flow at the mouth by means of regression analysis on monthly averages of the
three parameters. Best results were obtained when high-flow months were
treated separately from low-flow months; this probably indicates that Willamette
River flow is not a good indicator of flow for other west-side rivers.

The relationships used to calculate flow at the mouth were:

For Bonneville Dam flow <200,000 cfs and Willamette River flow <90,000 cfs:

Flow at mouth (t+6 hours) = 4139 cfs (24)

+ 1.003 (Bonneville Dam flow in cfs(t))

+ 1.632 (Willamette River at Portland in cfs(t))

For Bonneville Dam flow >200,000 cfs or Willamette River flow >90,000 cfs:

Flow at mouth (t+6 hrs) = 10300 cfs (25)

+ 1.084 (Bonneville Dam flow in cfs(t))

+ 1.757 (Willamette River at Portland in cfs(t))

The freshwater flow is highly variable and runoff may be distributed unevenly in
west-side drainage basins, particularly during winter storms. Thus, the above
method provides, on a day to day basis, an indication of the trend in riverflow,
not an exact runoff calculation. On a monthly average basis, the low-flow model
accounted for '97% of the variation in USGS calculated monthly average flow at
the mouth for 44 'low-flow' months; the high-flow model accounted for "92% of
the variance for 12 'high-flow' months. The high-flow model is less accurate both
because there were fewer high-flow months on which to base the model, and
because high-flow periods are inherently less predictable.

The lag used in the model (six hours) was determined after consideration of
continuity and wave speed constraints., Orem (1968) suggested that changes in
flow at the Dalles Dam and the mouth of the Willamette River were followed by
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Figure 11. Length of record (in hours) and meter positions for current meters on the Clatsop Spit-Sand

Island Section for (a), 1981 high-flow season and (b), 1981 low-flow season, Boxes indicate

range of depth and horizontal position for successive current meter deployments.
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changes in flow at the mouth several days later, the delay depending on the
runoff. Such lags would result in flooding at Portland during freshet periods.
The six-hour lag used here is based on the assumption that changes in flow move

downstream at the barotropic wave speed (c=(gd)i, the travel time of which is
less than nine hours from Bonneville Dam to the mouth.

2.6 SALT TRANSPORT CALCULATIONS
The salt transport was calculated using the expansion of Robe (1958)

adapted to a per unit area basis. The expansion is:

transport per unit area in kg = UoSo+[U 1S1] (26)
m 2 s

+[UP h']So+[Si ht]Uo+[SIU Ih- ]4turbulent transport

where:

the brackets indicate an average over a 24.84 hour tidal cycle,
the subscript "0" indicates a tidal cycle average,
the subscript "1" indicates a tidal cycle deviation from the tidal cycle aver-
age,
U is the velocity, S is the salinity, h is the tidal height, and H is the mean
depth.

The terms of the expansion represent (from left to right) advection by the mean
flow (mean flow transport), tidal advective (or tidal oscillatory) transport, tran-
sport by the Stokes drift, the salinity-height correlation transport, the triple-
product transport, and transport by turbulent processes. The first term is asso-
ciated with the O(e) mean flow. The remaining terms are all in some way associ-
ated with tidal processes. The second term is important when the salinity is, on
the average, larger on flood than on ebb. The Stokes drift term is analogous to
transport by the net flow, but is always inward. The mean-flow transport and the
tidal transport usually are the dominant terms in the salt transport balance, but
the Stokes drift transport is sometimes important. Previous studies in the
Columbia River Estuary have found the last three terms on the right hand side
to be unimportant (Robe 1968; Hughes and Rattray 1980).

More detailed expansions have been used in the Columbia River Estuary
(Hughes and Rattray 1980) and other estuaries. Dyer (1973) has reviewed these
salt transport calculations. These methods were originally used with detailed (in
the vertical) salinity and velocity data and incorporate additional terms
representing lateral or vertical deviations from lateral or vertical means. These
vertical and lateral deviation terms have been associated with the steady,
density-driven and lateral circulations. The current meter data used here are
very sparse in the vertical (only two or three data points on a profile); this
renders the more detailed expansions impractical. The great strength of the use
of current meter data is the ability (unprecedented in any previous study or salt
transport) to assess temporal variability.

There are also reasons to distrust the interpretations made on the basis of
the detailed expansions. Rattray and Dworski (1980) have shown the sensitivity
of the results to the details of the methods used. Moreover, association of the
vertical deviation terms with the steady, density-driven circulation requires an
assumption as to what vertical salinity and velocity profiles would be in the
absence of a baroclinic pressure gradient. The customary assumption of a uni-
form velocity profile as a standard would be very nearly correct for a constant-
density flow. We will see, however, that the tidal velocity profile in a stratified
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system is very different from a that for the constant-density case, and that only
part of this difference is due to the baroclinic pressure gradient (Section 3.2). It
is not particularly reasonable then to assume the constant-density form for the
mean flow. The form of the reference salinity profile is even more problematic.

The salt transport integration was carried out using hourly Aanderaa velo-
city and salinity data and hourly tidal height data for successive 24.84-hour
periods and a Simpson's rule integration, modified to account for the last 0.84
hours. The terms in Eq.(26) are specific to the position in the vertical of the
meter (first two terms) and a vertical average for water column below the meter
(next three terms). The three vertical average terms are generally insignificant,
although the Stokes drift is occasionally important near the surface. While salt
transport results were routinely calculated for all current meter files, the most
extensive results were for the Clatsop Spit-Sand Is. Section, which crosses the
estuary at 'RM-5, between Clatsop Spit and the dike at the downstream end of
Little Sand Is. The locations of stations on this transect (CM-1, CM-3, CM-4 and
CM-8) are shown in Figure 7. Meter locations are shown in Figures hla and b, for
this cross-section. The numbers adjacent to the boxes in Figures I la and b indi-
cate the number of hours of data available for the season at each meter loca-
tion. The size of the box indicates variations in position of the meter in succes-
sive deployments.

The most likely source of error in the calculated salt transport is errors in
the Aanderaa current meter salinity and velocity data. Aanderaa salinity data
are (above) accurate to '0.5 ppt, which is small relative to salinity changes of 10
to 30 ppt during a tidal cycle. Harmonic analysis results demonstrate the gen-
eral correctness of the Aanderaa velocity observations. Filtering of the data to
hourly (Section 2.7) helps to eliminate random errors. The internal consistency
of the salt transport results suggests that they are reliable, but no error esti-
mates have been derived.

2.7 MISCELLANEOUS CALCULATIONS

Time series data are filtered using the routines described in Irish et al.
(1976). The Lanczos filter used to produce hourly data for harmonic analysis
from data sampled at smaller sampling intervals has a half-power point at (150
min)-', passes >98% of the signal at the frequency of M8 (the lunar eighth-
diurnal constituent), and eliminates 98% of the signal at frequencies above ('12B
min)-'. The Lanczos filter used to remove tidal signals has a half power point at
(32 hours)-' and removes 98% of the energy at (25 hrs)-l. The fast-Fourier
transform (fit) and associated calculational routines used in spectral analysis
are those described in Irish et al. (1976).
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3. RESULTS AND DISCUSSION

3.1 TIDAL PROCESSES
The tidal wave entering the mouth of the estuary and the potential energy

of the riverflow are the major sources of energy for circulatory processes in the
estuary and river; the tides are the major source of energy for estuary proper.
The strength of the tidal forcing and the well-defined frequencies involved can be
seen in the power spectrum of the tidal heights at Tongue Pt. (RM-18; Figure
12a). The largest peaks in Figure 12b are the semidiurnal (twice-daily; fre-
quency 0.08 cycles/hr) and diurnal (daily; frequency '0.04 cycles/hr) tidal
peaks which make up the 0(1) tidal circulation. Numerous different effects,
each represented in a harmonic analysis by a tidal constituent and each having
a different frequency and magnitude, contribute to both of these peaks; the
principal tidal constituents are identified in Section 3.1.1. The evenly spaced
peaks to the right (at higher frequencies) are the tidal overtones that are gen-
erated by the interactions of the incoming diurnal and semidiurnal waves with
the shallow water of the estuary (the O(E) higher harmonic tidal circulation). To
the left of the diurnal and semidiurnal peaks are poorly resolved, low-frequency
peaks caused by tidal effects and riverflow fluctuations, which dominate the O(E)
residual circulation.

Tidal energy enters the estuary almost exclusively at diurnal and semidiur-
nal frequencies; it is effectively transferred by the non-linear processes
described in Section 1.1 to higher and lower frequencies as the wave travels up
the river. The power spectrum of the tidal heights at Wauna, RM-42 (Figure 12b),
shows that the main tidal peaks have diminished, and the peaks corresponding
to the O(E) higher harmonics and the residual flow have grown, relative to Figure
12a. Peaks at 15 days ('0.0028 cycles/hr) and '28 days ("0.0014 cycles/hr)
are now resolved; these are caused by the tidal monthly variations in residual
circulation.

3.1.1 Tidal Heights
Tidal height is perhaps the single most useful and most accurately known

estuarine circulation parameter. Harmonic analysis results for selected estuary
stations are shown in Table 1 and Appendix B. Historical tidal observations are
compiled in Appendix C. Virtually all of the tidal energy coming into the estuary
is contained in the three largest semidiurnal constituents (Section 3.4): M2 (the
lunar semidiurnal component), S2 (the solar semidiurnal component), and N2
(the larger lunar elliptic component) and two largest diurnal constituents: K1
(the lunar-solar diurnal component) and 01 (the lunar diurnal component). The
energy flux for M2 is nearly eight times as large as the next most important con-
stituent, Ki; S2, N2, and 01 are still weaker. The effect of each of these consti-
tuents on the range of the tide is discussed in Section 3.1.2. Columbia River
Estuary tidal height harmonic constants are similar to those of other nearby
coastal systems; the tidal range and relative amplitudes of major constituents at
Tongue Pt. differ from those of other stations between Waldport, OR, and Aber-
deen, WA, by less than 20% (Callaway 1971; Hopkins 1971). Because the M2 tide
accounts for such a large fraction of the total tidal energy in the system, it is
useful to examine the propagation of the M2 tidal wave through the system.
using both data and model results. The behavior of the other semidiurnal con-
stituents, the diurnal constituents, and higher harmonics is considered below.

Behavior of the M2 Tide - The Balance Between Topography and Friction
Figures 13 to 15 show model results for the amplitude and phase of the M2

tidal heights as a function of river mile for several different riverflows. The
model used is the one-dimensional, harmonic model of the M2 tide in the pres-
ence of riverflow, described in Section 2.4. Figures 16a and b show the phase and
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Figure 12. Power spectra of tidal height at (a), Tongue Pt. and (b),
Wauna. Dots indicate 95% confidence limits.
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Table 1. Tidal constituent ratios - Columbia River and Estuary

Length Station RM M2 S2 N2 M4 MK3 KI 01 01 M2+S2+N2
of _ 2 2 2 4 3 1

Record M2 M2 M2 M2 M2 M2 K1 11+K1+P1

7 mos. Jetty A 3 .833 .255 .207 .026 .015 .487 .328 .674 1.51

7 mos. Ft. 8.3 .935 .256 .202 .027 .011 .441 .276 .625 1.72
Stevens

1 yr. Tongue 17.6 .947 .247 .189 .012 .025 .423 .252 .596 1.81

Pt.

7 mos. Altoona 24.4 .897 .238 .185 .042 .036 .400 .238 .595 1.91

1 yr. Wauna 42.0 .736 .234 .188 .110 .089 .384 .205 .533 2.05

7 mos. Beaver 53.3 .578 .236 .176 .155 .122 .385 .200 .519 2.10

1 yr. Columbia 83.0 .231 .236 .195 .208 .145 .478 .241 .504 1.78
City



3
Figure 13. Model results for river flow of 146 kcfs (4139 m /s)
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Figure 14. Model results for river flow of 433 kcfs (12,261 m /s)
symbols as in Figure 13.
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Figure 15. Model results for river flow of 1,000 kcfs (28,320 m3/s)
symbols as in Figure 13.
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Figure 16. M2 tidal height (a) phase and (b) amplitude vs. river mile
in the Columbia River and Estuary.
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amplitude of the M2 tidal heights, as determined from observations. Recordlengths used in Figures 16a and b range from several months to a year; theseresults approximate a yearly average. The agreement between the modelresults and prototype tidal height data is generally excellent; the differencesbetween model and prototype in the upriver areas is believed to be caused byomission of the tidal overtones from the model. The phase of the M2 tidal heightincreases nearly linearly with river mile (Figure 16a). The M2 tidal height ampli-tude (Figure l6b) first increases from the mouth to Astoria and then decreasesalmost linearly upriver. Figures 13 to 15 show that tidal heights upriver ofTongue Pt. (RM-19) are strongly affected by riverflow changes, as discussed inSection 3.3.
Experimentation with the harmonic tidal model suggests that these pat-terns result from the balance between topography and friction. The M2 tide isessentially a heavily damped wave in a chaiinel with a constricted entrance,attached to a funnel that decreases in area almost linearly in the upstreamdirection (Figure 10b). The tidal amplitude increases, because of the partialstanding wave character of the tide in the lower estuary and the funnel shapedgeometry; the highest amplitude' occurs as the estuary narrows between RM-13and 20, because of the partial reflection of the wave by the funnel-like topogra-phy above Astoria. The increasing friction in this reach, the shallowest part ofthe system, is also critical in determining the shape of the wave. As the tidalwave's energy is more strongly dissipated, friction eventually outweighs the fun-nel effect, and tidal range decreases and the tide becomes more progressiveupriver (Figures 13 to 15).
The harmonic analysis results for Jlwaco, Chinook. Youngs Bay, Knappton,and Knappa show that the tides in the peripheral bays are similar to the tides inthe rest of the estuary. There is a slight damping of the M2 wave in Baker Bayand slight amplification in Youngs Bay, Cathlamet Bay, and Grays Bay; thegreatest M2 amplitudes in the entire estuary are found at Knappton and YoungsBay ('2 cm greater than at Tongue Pt.), and the M2 amplitude at Knappa isabout 2 cm greater than that at Altoona. Information concerning tidal processesin the peripheral bays is found in the Integration Report.
Non-Linear Effects
The non-linearity of tides in shallow estuaries manifests itself in at leastthree other ways, in addition to the transfer of energy from the 0(1) tidal circu-lation to the various 0(E) circulation modes (Section 1.1). First, the increase inriverflow during a freshet has a dramatic effect on the damping of the tidal wavein the tidal-fluvial portion of the system above Altoona (Figures 13 to 15).Second, the residual flow due to river inflow causes a marked flood-ebb asym-metry in the currents and the degree of mixing. Much more energy is dissipatedby bottom friction and much more mixing occurs during the ebb; this differenceis reflected in the velocity and salinity profiles and vertical mixing processes(Section 3.2). Third, we can hypothesize that the tendency for the tides to beamplified slightly in most of the peripheral bays may be the result of the lesserfreshwater flow velocities, which would reduce the bottom friction there.
The Diurnal Constituents
The behavior of the diurnal constituents is different from th t of M2. T e

ratio of semidiurnal constituents to diurnal constituents M2+S2+N2
decreases sharply from the entrance to Ft. Stevens and more slowly from Ft.Stevens to Beaver (Table 1); it then increases again at Columbia City. The onlydiurnal constituent that increases in amplitude in the lower estuary is the larg-est, Kl. The Kl and 01 phases do not vary linearly with river mile; the wavespropagate much more quickly below Tongue Pt. than above, and K1 propagatesmore quickly than 01. The much faster propagation of the diurnal wave in the
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estuary proper suggests a partial reflection of the diurnal wave, associated withthe funnel shape of the channel upriver of.Astoria. We do not presently under-stand in detail why the diurnal wave behaves differently than the semidiurnal
wave.

The Tidal Overtones
The behavior of the tidal overtones also differs from that of the the semidi-urnal constituents. The amplitudes of M4 (the first overtide of M2) and MK3 (anovertide of M2 and KI) are both small and variable in the lower estuary below

Tongue Pt. (Table 1). Both strongly increase relative to M2 upriver from TonguePt. The irregular phase progression of the overtones below Tongue Pt. suggests
that they are too small in this reach for their characteristics to be reliablydetermined by harmonic analysis. From Tongue Pt. upriver, the phase progres-sion of M4 is quite uniform. These observations are consistent with the idea thatthe higher harmonics as measured below Tongue Pt. are in part those produced

in the ocean. The higher harmonics observed in the tidal-fluvial part of the sys-tem are those of the non- linearly driven 0(E) circulation.

3.1.2 Factors Influencing the Tidal Range and the Times of High and Low Water
The harmonic analysis results discussed in Section 3.1.1 are based onevenly-spaced-in-time (hourly) observations. The mariner and marine manager

are commonly more interested in the traditional tidal parameters such as tidalrange (distance between tidal extremes) and high and low-water intervals (timeof high or low water at a station) that appear in tide tables. Since tidalextremes only occasionally coincide with evenly spaced observations, NOS has
developed harmonic constant reduction methods to calculate the traditionaltidal parameters from harmonic constants (USCGS 1952). A computer program
based on this publication was developed to calculate the traditional tidal proper-ties (Section 2.3).

Selected tidal parameters are shown as a function of river mile in Table 2.The mean tidal range (Mean High Water-Mean Low Water (MHW-MLW)) at TonguePt. is about 2.03 m, the diurnal range (Mean Higher High Water- Mean Lower LowWater (MHHW-MLLW)) is about 2.62 m, and the spring range is about 2.44 m.There are three principal factors that influence the tidal range in a system with
tides like those in the Columbia River Estuary (Marmer 1951). They are thephase of the moon (neap-spring effect), the declination of the moon above theequator as it passes over the longitude of the tide station (equatorial-versus-
tropic tides; the diurnal inequality), and the distance of the moon from theearth (the apogee-perigee effect). A spring tide occurs when M2 and S2 are inphase, and a lunar apogean tide occurs when M2 and N2 are in phase. Thespring-neap effect is '1.3 times as important in the Columbia River Estuary asthe apogee-perigee effect. The more extreme tides occur when several of theseeffects reinforce one another; for example, the higher of the two tides on theday of the spring tide each month will have a range larger than the spring range
of 2.44 m, because of the effect of the diurnal tide or diurnal inequality. A reallylarge higher high water occurs on those spring tides when the diurnal inequalityis at its maximum, that is. when the moon is at its greatest distance from theequator; M2, S2, Kl and 01 are then in phase. The most extreme tide would
occur when all the major constituents affecting the range of the tide were all in
phase. The tidal range at Tongue Pt. would then be 2x(M2+S2+N2+K1+01) ='4.0 m. Such a tide is a rare occurrence. Model results and data (Figures 17aand b) show that the ratios of spring and apogean tidal ranges to mean tidalrange decrease with river mile (Table 2), because the ratios of N2 and S2 to M2decrease with river mile (Table 1). This is a function of system energetics (Sec-tion 3.4). We will henceforth refer to tides of large range as "spring tides" andthose of small range as "neap tides", regardless of the factors acting to produce
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Figure 17. Model results for (a) M2 + S2 + N2, and (b) M2 + S2 + N2 and 146 kcfs
(4139 m3/s) riverflow symbols as in Figure 13. Note difference in
vertical scale
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Figure 17. (continued).
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Table 2. Tidal properties as a function of river mile

Length Ca~gea. Greenvich Inequalities, *
of mean/ tpring/ perigean/ greater tropic/ Intervals Hours Diurnal Diurnal

Record Station Ym greater diurnal neap apogean lesser tropic hW Interval LW Interval 11W Inequallty LW Inequality

7 .a. Jetty A 3.0 1.81 2.40 2.23 1.32 2.18 1.52 2.65 0.88 7.94 1.57 .21 .39

7 mot. Ft. Stevens 8.3 2.01 2.62 2.47 1.49 2.42 1.71 2.85 1.07 8.22 1.81 .22 .39

I yr. Tongue Pt. 17.6 2.03 2.62 2.44 1.57 2.42 1.74 2.81 1.11 8.58 2.46 .21 .37

7 mlO. Altoona 24.4 1.93 2.46 2.28 1.52 2.28 1.66 .62 1.06 8.96 3.05 .20 .33

1 yr. Wauna 42.0 1.59 2.01 1.86 1.27 1.89 1.38 2.07 0.86 9.72 4.38 .17 .24

7 oe. Beaver 53.3 1.26 1.60 1.49 1.01 1.49 1.10 1.60 0.63 10.24 5.28 .15 .18

I yr. Colubia City 83.0 .51 .66 .59 .41 .61 .43 .74 .36 il.46 7.53 .11 .04



the observed range.
The high and low water intervals in Table 2 and Figure 18 give the number of

hours after the passage of the moon over Greenwich that high and low waters
occur at each station. The observed times of high and low water differ from
those values that could be determined solely from the phase of the M2 tide, prin-
cipally because of the distorting effect of the 0(e) tidal overtones. A wave is con-
sidered to be in shallow water when the depth is less than half the wavelength
(o300 km for the tidal wave). The wave speed for shallow water waves is depen-
dent on the depth of the water (Section 1.3.1). The average depth of the estuary
is only -6 to 12 m, and the change in depth of the estuary between high water
and low water ("2 m) is a significant fraction of the average depth. Thus, the
wave is in very shallow water and the peak of the wave travels somewhat faster
than the trough of the wave. It can be seen in Figure 18 that considerable dis-
tortion of the wave occurs as it moves upstream. The time of low water
approaches the time of high water, and the rise of the tide is much more rapid
than the subsequent fall. In extreme situations the result is a tidal bore (e.g. on
the Amazon River). This distortion appears in the harmonic analysis as the pres-
ence of the tidal overtones, as shown in Figures 12a and b.

3.1.3 Tidal Inundation Time
The tidal inundation time curve for Tongue Pt. (based on 21 years of data,

as tabulated in Appendix D by NOS; personal communication, Tidal Datums
Branch) is shown in Figure 19. This curve may be compared to those for other
west coast tide stations (NOAA 1980). The three basic factors governing inunda-
tion time curves are the tidal characteristics, the freshwater inflow, and atmos-
pheric effects (both local and over the continental shelf). As discussed in Sec-
tion 3.1.1, the tides are somewhat more diurnal near the mouth than elsewhere
in the estuary, and the amplitude of the M2 tide drops almost linearly with river
mile, above Tongue Pt. The change in surface level associated with changes in
riverflow are relatively minor in the estuary but increase rapidly upriver (Sec-
tion 3.3).

Chelton and Davis (1982) have estimated that about 3.4 cm of the total 9.2
cm standard deviation in the monthly MWL (Mean Water Level) at Tongue Pt. is
due to riverflow: the rest is due to the inverse barometer effect and seasonal
shifts in coastal circulation patterns (Section 1.3). Changes in riverflow totally
dominate the inundation time curve at upriver stations during high flow periods:
changes in stage of more than 3 m occur during freshets of even moderate size.

It should also be noted that non-linear effects increase in shallow water, and
inundation time curves over tidal flats may differ substantially from those in
deeper water. Chinook is the only tidal station situated in shallow water, and its
inundation time curve is somewhat anomalous. This may be due to ebb-flood
asymmetries associated with the multiple mouths of Baker Bay, or it may be the
result of shallow water effects.

3.2 CURRENTS

3.2.1 Observed Spatial Distribution
The M2 current phase and amplitude are shown as a function of river mile in

Figures 20 and 21. These results may be compared to the model results in Fig-
ures 13 to 15. Systematic variations in phase and amplitude occur both with
river mile and depth. The systematic vertical variations are a result of topogra-
phy and stratified boundary layer effects, as discussed in Section 3.2.2. The
strong effect of the sills between RM-6 and RM-10 in both channels is also evident
in the salinity distribution (Section 3.5).
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Figure 18. Greenwich intervals (times of high and low water) vs. river mile.
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Figure 19. Tidal inundation time versus depth for NOS Tongue Pt.
reference station, 1940-1961, referred to MLLW for
the 1949-1959 epoch. An inundation time of 20%
indicates that the inter-tidal land of the indicated
level is inundated 20% of the time.
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Figure 20. Phase in degrees (a) and amplitude in cm/s (b) of M2 tidal
currents in the South Channel, and (c) and (d) in the North
Channel, based on all available current meter data.
Vertical variations in phase and amplitude are greatest in
deeper water, near the entrance, where stratification
effects are most important. The shallow bars in both
channels at Desdemona Sands greatly reduce these vertical
variations
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Figure 20. (continued).
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Figure 21. Phase of the M tidal currents as a function of river mile in the North and
South (navigation) channels, based on all available current meter data.
Systematic variations of phase with depth occur, which are related to
stratification and topographic effects.
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The M2 current phase lags the tidal height phase by about 50 to 60 deg at
the mouth and by about 45 to 50 deg upriver (Figures 20a and 21). The current
phase is intermediate between that for a progressive wave (tides and flow in
phase) and a standing wave (tides and flow 90 deg out of phase). These phase
differences can be converted to time differences by use of the conversion factor
29 deg/hour for the M2 tide. The currents become more closely in phase with
the heights (more progressive) above Tongue Pt.; this is a result of the strong
friction in the system. The distribution of flow in the vertical is influenced bylocal topographic effects. The tidal transport, as predicted by the one-
dimensional, tidal model, is far more regular (Section 3.3). A strong decrease in
currents (and tidal transport) upriver occurs, because most of the tidal prism is
below Tongue Pt., where both the tidal range and surface area are large.
Changes in riverflow strongly affect tidal current amplitude above Tongue Pt.
For that reason, results are not shown for upriver areas in Figure 20b. Tidal
currents are much stronger in the North Channel (Figure 20d) than in the South
Channel (Figure 20b); most of the tidal flow below the Astoria-Megler Bridge is in
the North Channel, and most of the riverflow is in the South Channel.

Figures 20 and 21 show that'vertical variations in the phase and amplitude
of the current are substantial, and that this vertical structure varies in the
along-channel direction. Examination of tidal currents at the Clatsop Spit-Sand
Island cross-section show that cross-channel variations are also important (Fig-
ures 22a and 22b). The M2 amplitude is strongest and the phase latest at thesurface in the North Channel. The top to bottom phase difference is greater
than 30 deg (-1 hour) and the top to bottom shear in the tidal currents is more
than 1.2 m/s. The vertical shear and phase difference in the 0(1) tidal circula-
tion that is under consideration here should not be confused with the vertical
variation in the O(e) steady flow.

3.2.2 Vertical Structure of the Tidal Flow -- Boundary Layer and Density Effects
We investigate in this subsection the factors that maintain the vertical

structure of the tidal flow, and that cause the variations of this vertical struc-
ture along and across the channel (Figures 20 to 22). Let us assume that theentire flow is a stratified boundary layer; that is, that the effects of bottom fric-
tion are felt throughout the flow (high stratification sometimes isolates the sur-
face layer from the effects of bottom friction, but this highly-stratified case is
more complex than the boundary layer case, so we neglect it for the present).
The vertical structure of a boundary layer flow is determined by the
stratification, the surface slope, the baroclinic pressure gradient, bottom fric-
tion (boundary shear stress), and channel topography. Most of these factorsvary in time as well as space, so ebb-flood differences must be considered. Since
the mean flow is essentially the difference between the 0(1) ebb and flood tidal
flows, we will find that the ebb-to-flood asymmetry determines the vertical struc-
ture of the O(e) mean flow.

Let us first consider the structure of a neutral boundary layer flow (i.e. in
the absence of stratification and baroclinic pressure gradient). Since the velo-
city profile in a neutral (unstratified) bottom boundary layer is nearly log-
rithmic even in a time-dependent flow (Section 1.4 and Lavelle and Mojfleld
1903). most of the vertical shear and phase differences in a neutral boundarylayer occur very close to the seabed (i.e. in the bottom meter). This shear is the
result of deceleration of flow near the bed by bottom friction. The phase
differences arise in the time-dependent flow, because of the shear. For example,
at the end of flood or ebb tide, the surface slope reverses some time before the
flow changes direction, because the flow must first be decelerated before it can
change direction. The parts of the flow with greater inertia (greater velocity)
take longer to decelerate. Reversal, therefore, occurs last in the parts of the
flow with the greatest velocity (normally near the surface). The neutral
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Figure 22. Phase in degrees (a) and amplitude in m/s (b) of M2 tidal
currents at Clatsop spit at -RM-5. Tidal currents are
strongest in the North Channel.
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boundary layer is an adequate model of the structure of the tidal flow in the
tidal- fluvial areas, where salinity intrusion is not found, but this model can not
explain the the magnitude and location of the shear and phase differences seenat the Clatsop Spit-Sand Island Section (Figures 22a and b) and elsewhere in the
estuary.

To explain the magnitude of the shear and phase differences seen in thelower estuary, stratification, the baroclinic pressure gradient and the mean flow
must all be considered. An ebb velocity profile in the lower estuary (Figures 23a
and b) shows more shear high in the water column than the flood profile (Figures
24a and b), because the vertical structure of the total pressure gradient and thestratification effect on vertical mixing act together to allow large velocities todevelop near the surface and, thus, to allow a large shear in the velocity struc-ture. That is, on ebb (at least until after the time of peak ebb), the barotropic
pressure gradient caused by the surface slope (independent of depth)
accelerates the entire flow seaward, but is counteracted at depth by the baroc-
linic pressure gradient caused by the horizontal salinity gradient. Near-bottom
velocities tend to be small and, late in the ebb, the total pressure gradient mayactually change sign with depth: this pushes the top and bottom of the water
column in opposite directions. Furthermore, the stratification allows layers offluid to slide over each other more easily, because it inhibits vertical momentum
transfer, as was discussed in Section 1.4. Thus, stratification also favors the
development of large velocities near the surface.

An extreme example of shear in the tidal flow can occur at the end of ebb
near the entrance, after flood has begun at the bottom. A thin, near- surface jetof low salinity water continues to flow rapidly outward over the incoming sea
water (Figures 25a and b). The stratification isolates the surface jet from loss ofmomentum downward, and the stratification is strengthened by the shear andthe strong horizontal salinity gradient. Surface reversal of the flow may be
delayed as much as 2 hours after onset of flood at the bottom and can onlyoccur after the adverse pressure gradient has decelerated the near-surface flow
(Figure 26). Shears of up to 2 in/s can occur during the neap tide, when
stratification is greatest, and the phenomenon is most strongly-developed.

On the flood in the lower estuary (at least until after peak flood), the sur-
face slope and the barocLinic pressure gradient induced by the horizontal salin-
ity gradient act in the same direction, and since the baroclinic pressure gra-
dient increases with depth, the total, inward pressure gradient is largest near
the bottom. Because vertical mixing is less, stratification is usually greater on
flood than on ebb (except in the the extreme ebb-flow case mentioned above).The stratification effect favors large flood velocities near the surface, but the
pressure gradient favors large velocities near the bottom. The result is that
shear is minimized and the velocity profile is typically much more uniform with
depth than on the ebb. At the end of flood, vertical differences in inertia are
small and the reversal in flow occurs nearly simultaneously at all depths (Figure
24b).

This discussion of boundary layer processes allows us to further interpret
the spatial variations in the tidal flow in Figures 20 to 22. The shear and phase
differences are largest in the lower estuary. This is the area where salinityintrusion is present on both flood and ebb and where tidal flows are strongest:
the potential for developing large shears is greatest there. The largest shear
and phase differences on the Clatsop Spit-Sand Island Section (Figures 22a andb) are found at the surface in the center of the section, where the inertia of theflow is greatest. It appears, however, that some of the spatial variations instructure of the tidal flow may be due to other causes. Bottom topography
causes along-channel changes in the density structure (e.g. between RM-6 and
RM-9 in both channels) that probably cause along-channel changes in velocity

65



Figure 23. (a) Salinity, temperature and sigma - t, and (b) speed and direction at station 5NB on ebb
tide. The shear between 3.5m and the bottom is typical for ebb tide; note velocities in
excess of 200cm/s near the surface
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Figure 24. (a) Salinity, temperature and sigit - t and (b) speed and direction at station 4NA on flood
tide. The velocity profile is very uniform, and stratification is sharper than on ebb tide
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Figure 25. (a) Temperature, salinity and sigma - t, and (b) speed and direction at station 2N(RM-2) at
the end of greater ebb. There is strong shear in the water column at mid-depth, but the
the high energy level has destroyed the sharp layering evident at this station on flood.
Speeds near the bottom are low, because the ebb has only just begun at this level. Note
large speeds (-250 cm/s) above 3m. Near-surface velocities are noisy because of inter-
ference from boat hull.
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Figure 26. The joint effects of stratification and the horizontal density gradient at Station CM-25
(Rm-2) on boundary layer flow; the reversal of flow at the end of ebb occurs several hours
earlier at the bottom than at the surface (particularly at the end of the greater ebb), while
the reversal of flow is almost simultaneous at all depths at the end of flood. Positive flows
are inward (flood tide). The meters are located (bottom to top) at 14, 11 and 7m below MLLW.
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Figure 27. Typical profiles of flood, ebb and mean flows, and flood, ebband mean salinities for (a) the lower estuary, and (b) theupper estuary. The dotted lines show the width-weighted flowand the effect of the Stokes drift. The Stokes drift is
negligible in (b), and is not shown
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profiles in this reach. Changes in channel cross-section also cause non-linear
convective acceleration terms in the equation of motion to be locally large. We
have argued in Section 1.1 that these non-linear effects are in general only an
O(E) perturbation to the 0(1)tidal flow. These non-linear terms are, however,
almost certainly important in the vicinity of large changes in channel cross-
section. It is probable, then, that changes in channel cross-section have an
important influence in some areas, that can only be resolved by modeling stu-
dies, as discussed in Hamilton (1984).

3.2.3 Tidal Effects on The Mean Flow
Vertical Structure of the Mean Flow
The vertical structure of the mean flow can be understood most easily in

terms of conservation of mass and the typical velocity and salinity profiles for
the lower and upper estuary shown in Figure 27 a and b. These profiles are not
observed data; they are intended, however, to be typical of profiles during
periods of low to moderate riverflow and tidal range. Conservation of mass
requires that the total ebb flow through any cross-section of the estuary be
greater than the total flood flow by an amount that is equal to the riverflow plus
the Stokes drift compensation flow. Thus in Figure 27a for the lower estuary,
the vertical distribution of the 0(E) mean flow is simply the difference between
the flood and ebb flows. Because of the strongly-sheared ebb and the more uni-
form flood, the net flow near the bottom is inward. The dotted lines in Figure
27a show Eulerian transport per unit depth (i.e. velocity times channel width)
and the sum of Eulerian and Lagrangian transport per unit depth and remind us
that very little inward transport is associated with the inward mean flow at the
bottom, because the channel is narrow there. The effect of the Stokes drift is
felt mainly at the surface, where it is a substantial fraction of the total mean
flow.
flw The situation in the upper estuary is somewhat different (Figure 27b). Salt
is absent during much of the ebb, so the ebb velocity profile is that of a neutral
boundary layer, and current reversal at the end of ebb is nearly simultaneous at
all depths. The flood flow frequently exhibits a velocity maximum in the pycno-
cline, as the adverse surface slope (after peak flood) decelerates the flow, and
the baroclinic pressure gradient continues to push the bottom flow upriver. The
baroclinic pressure gradient and the sub-surface velocity maximum greatly
delay current reversal at the end of flood near the bottom. The mean flow is
outward at all depths, despite the intrusion of salinity on flood tide, because the
shear on the ebb is not large enough to allow net upstream bottom flow. The
dotted line again shows the Eulerian net transport per unit depth; since the
Stokes drift is small, the Lagrangian transport is not noticeably different from
the Eulerian transport.

Tidal Monthly Variations in the Mean Flow
We have already argued that the vertical distribution of the mean flow is

determined by the tidal circulation; let us now consider neap-to-spring varia-
tions in the mean flow. During periods of low riverflow and large tidal range, a
significant fraction of the total mean flow is Stokes drift compensation flow (Sec-
tion 3.3.2). It should not be surprising, then, that neap-to-spring changes in
mean flow are significant. The neap-to-spring changes in structure of the mean
flow occur primarily as a result of the neap-to-spring changes in vertical mixing
that change the vertical profile of the tidal flow;- the neap-to-spring changes in
Stokes drift compensation change only the size of the mean flow.

The increase in vertical mixing that accompanies the increase in tidal range
on a spring tide decreases the stratification. Decreasing tidal ranges decrease
vertical mixing and increase stratification. The relationship between vertical
turbulent mixing and stratification is expressed in the Richardson number Rig
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(the ratio of density gradient to the square of the shear: Section 1.4). Whenever
this ratio becomes large enough, vertical turbulent mixing effectively ceases.
Reduction of turbulent mixing during periods of weaker tides allows large shears
and increased baroclinic circulation to develop, which tend to further increase
the stratification. On neap tides, particularly during the low-flow season, the
system goes through a transition from relatively well-mixed to a highly
stratified, two-layered state. The salinity intrusion length also increases greatly
(Section 3.5). The increasing energy level in the estuary as the tidal range
increases (after the neap) reverses this process: mixing increases and salinity
intrusion length decreases.

The October 1980 period provides an excellent example of these tidal
monthly changes. In a period of only 8 days, the tidal range increased from less
than 2 m to more than 3.4 m. The density structure and vertical mixing
processes were greatly altered as a result of the increased mixing (Section 3.5);
the change in density structure, in turn, changed the structure of the mean
flow. Observations (Table 3) show strong shear and upstream bottom flow on
neap tide in two areas where strong horizontal salinity gradients occurred, near
RM-2 (at CM-2S) and near Tongue Pt. (RM-18, CM-6S; Section 3.5). Upstream bot-
tom flow was not continuous in the South Channel at all points between CM-2S
and CM-6S; it was absent even at -20m depth at CM-3S (at -RM-5). The situation
on spring tide was different (Table 3); top to bottom shear was greatly reduced
at CM-6S, and the flow was outward at all depths. This was not the result of an
increase in riverflow, which was nearly constant during the period, as shown by
the data for CM-7N (Table 3). CM-7N was near the upstream limits of salinity
intrusion on neap tide and well upstream of all salinity intrusion on spring tide;
shear and mean flow were nearly constant there during the entire period.

Results from the two-dimensional, time-dependent, laterally averaged cir-
culation model (described in detail in Hamilton 1984) support this picture. Fig-
ure 25a shows model results (mean salinity and velocity) for the Main Channel
for the same neap tide period in October 1980. There is substantial upstream
bottom flow at sections 2 and 3 in the Main Channel, but upstream bottom flow is
totally absent at section 4 (-RM-6.2). The model then shows another zone of
upstream bottom flow between sections 5 and B ("RM-8 to 15.5). The maximum
horizontal salinity gradient.is somewhat farther downstream than observed in
the prototype (Section 3.5), so the upstream bottom flow does not quite extend
to Tongue Pt. Spring tide model results show much less stratification and a
shorter intrusion length of the 5 ppt salinity contour, particularly in the South
Channel (Figures 28b), but the neap-spring differences in salinity intrusion are
weaker than in the prototype (Section 3.5). Net upstream bottom flow on spring
tide in both channels is discontinuous; it appears in three isolated cells in the
Main Channel. This suggests the possibility that several turbidity maxima may
occur in the estuary, each associated with an area of net upstream bottom flow
that traps particulate matter.

There are two possible causes of this pattern of isolated pockets of net
upstream bottom flow. The first is pockets of unusually saline, near-bottom
water (Figures 28 a and b) which, in the model, are associated with the junction
between the North and South Channels and which cause changes in sign of the
salinity gradient (normally negative, since salinity usually decreases in the
upstream direction). These pockets may, however, be artifacts of the modeling
process. The second is redistribution of the mean flow in the vertical, due to
changes in mixing resulting from along-channel changes in channel cross- sec-
tion (as suggested in lanniello 1977a, 1979, 1981; Simmons 1966). The effects
seem to be interdependent; use of a uniform bottom topography in the circula-
tion model for the Main Channel above -RM-8 eliminates both the topographic
effect and the reversed salinity gradient (Hamilton 1983). Ianniello (1979), has,
on the basis of theoretical calculations for the constant density case, argued
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Table 3. Mean flows, Columbia River Estuary, October 1980

River Station Depths, M Speed* Direction Comments
Mile on MLLW cm/s

(10/16 - 10/18 Neap Tide Period)

2 CM-2S 7 8.2 Ebb Minimum tidal range;
Bouy 10 11 7.6 Flood greatest ebb runout:

14 11.6 Flood 2.0m; strong inflowI at bottom

18 CM-6S 8 25.1 Ebb Salt-wedge effect
Tongue Pt. 12 6.7 Flood at upper end of

estuary

25.5 CM-7N 6.5 29.0 Ebb Strong outflow,
Altoona 10.5 25.0 Ebb slight salinity

intrusion on flood

(10/21 - 10/23 Minimum Salinity Intrusion)

2 CM-2S 7 5.8 Ebb Large tidal range;
11 4.8 Flood greatest ebb runout:
14 6.4 Flood 3.2m

18 CM-65 8 29.0 Ebb Upstream bottom flowI12 13.0 Ebb absent, stratification
reduced

25.5 CM-7N 6.5 31.0 Ebb No salinity
10.5 20.0 Ebb

(10/24 - 10/28 Spring Tide Period)

2 CM-2S 7 11.0 Ebb Maximum tidal range;
11.0 5.0 Ebb greatest ebb runout:
14.0 1.0 Flood 3.4 m:

minimal upstream
flow at the bottom

18 CM-65 8.0 30.0 Ebb No upstream bottom
12.0 13.0 Ebb flow; stratification

reduced

25.5 CM-7N 6.5 31.0 Ebb Very slight salinity;
10.5 28.0 Ebb intrusion

73



Table 3. (continued)

River Station Depths, M Speed* Direction CommentsMile on MLLW cm/s

(Means for 10-15 day deployment)

2 CM-2S 7.0 10.0 Ebb 'Al days
11.0 4.5 Flood for all
14.0 5.8 Flood meters

18 CM-6S 8.0 29.0 Ebb d10 days for
12.0 . 3.0 Ebb both meters

25.5 CM-7N 6.5 30.0 Ebb '10 days for
10.5 26.0 Ebb both meters

*Speeds have been calculated along the direction of the major axisof the M2 current.
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Figure 28. Two-dimensional (laterally averaged) model predictions from Hamilton (1984) of mean salinity
and currents in South Channel for (a), neap tide and (b), spring tide, October 1980, low-
flow period.
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Figure 29. Tidal heights in m at (from bottom to top) Tongue Pt. (RM-18), Wauna (RM-42) and Columbia
City (RM-83) during the June 1981 spring freshet. The highest flows occurred on June 10
and 11. Tides at upriver stations were suppressed by the high runoff for most of May andJune.
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that a topographic hole is accompanied by a divergence in bottom currents that
will tend to deepen the hole on its upstream side and shoal it on it downstream
side (just as at sections 2 to 5 in the model; Figures 28a and b). The reversed
salinity gradient of Figures 2Ba and b tends to further increase the mean flow
divergence. The theoretical calculations and the circulation model predict con-
vergence in the bottom flow near a sill, that would tend to maintain the sill (e.g.,
at the Upper Sands Shoal at 'RM-16, model grid sections 9 and 10). Ianniello
(1979, 1981) has also shown that similar effects should occur as a result of con-
strictions in breadth.

The profound effect of the sills at 'RM-6 to 9 in both channels on the mean
flow raises the question of whether critical conditions for propagation of internal
waves may not occur at certain stages of the tide over the sills (or over the
entrance bar). Such internal hydraulic controls have been found (Gardner et al.
1980) in strongly stratified systems to exert a major influence on the density
distribution. They provide a mechanism for transfer of tidal energy into mixing
that is often localized in time and space, but repeatable from tidal cycle to tidal
cycle (Gardner et al. 1980). Neap-to-spring variations could be expected.
because stratification and shear both vary during the tidal month. The
existence of such internal hydraulic controls might strongly affect the vertical
structure of both the tidal and the mean flow. This is another possible explana-
tion of the along-channel variations in the tidal and the mean flows

3.3 TIDAL-FLUVIAL INTERACTIONS

3.3.1 Observations
There is a gradual change in the relative importance of riverine and tidal

effects with distance upriver. The river stage (mean water level) and tidal pro-
perties at Tongue Pt. are dominated by the tides and atmospheric effects, and
the riverflow plays a minor role. In contrast, the stage and tidal properties at
Columbia City (RM-83) are dominated by the riverflow. This can be readily
demonstrated by examining the system response to the freshet of June 1981.
Flow was high for all of June 1981, and there was a sharp freshet between June 9
and 13, 1981, with peak flows of 550 kcfs (-15,900 m 3 /s; Figure 4 and Appendix
F). Figure 29 shows (from bottom to top) the response of the tidal heights at
Tongue Pt. (RM-17.8), Wauna (RM 42), and Columbia City (RM-83) to this freshet.
Larger freshets even more strongly affect the tidal properties in the tidal-fluvial
part of the system; this is clear from Figures 13 to 15.

The seasonal cycle of tidal-fluvial interactions is shown in Figure 30, which
shows monthly-mean tidal and fluvial properties over a 20-month period. The
mean water level at Columbia City closely follows the riverflow; it was 88 cm
higher in June 1981 than in June 1980. The M2 amplitude at Columbia City in
June 1980 was 14 cm, but only 9 cm in 1981. These are, respectively, -45 and
'29% of the low-flow amplitude of 31 cm. The tide is also delayed about 25 to 30
minutes in reaching Columbia City under high-flow conditions. The tidal proper-
ties at Tongue Pt. show a different pattern. Mean water levels are highest in
December of both years. While mean water level at Tongue Pt. is influenced by
the riverflow, continental shelf and atmospheric forcing predominates (Chelton
and Davis 1982). The M2 phase and amplitude at Tongue Pt. and Columbia City
are scarcely affected by the riverflow. The factors governing sea level at Tongue
Pt. and Columbia City are quantitatively analyzed in Sections 3.7.

The increase in riverflow has at least four important effects on the dynam-
ics of the system. First, the surface slope is increased, so that more water can
be discharged. That is, surface elevations are much more strongly affected
upriver than in the estuary (Figure 31). The flood of 1894 (1,250 kcfs; 35,4003m's), for example, caused water levels of '10 m above CRD at RM-100.
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Figure 30. Tidal-fluvial effects: M2 phase and amplitude at Columbia City (RM-83) (a), and
Monthly mean flow and MWL at Tongue Pt. (RN-18) and Columbia City (b) from
March 1980 to December 1981.
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Figure 31. The effect of river flow on river stage. The lower line defines
the slope of CRD. (provided by the U.S. Army Corps of Engineers,
Portland District).
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Figure 32. Predicted stage in D (a), and tidal transport amplitude in
10 m Is (b) as a function of river mile for river flows
(bottom to top) of 0, 100 300, 500 and 1,000 kcfs (0, 2831,
8495, 14159, and 28,317 mn/s) and a 2.Qm tidal range.
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Second, the increased adverse pressure gradient pushes the salinity intrusion
downriver strengthening the horizontal salinity gradient and the baroclinic cir-
culation. Third, stratification is increased in the estuary; this decreases the
vertical mixing and further enhances the baroclinic circulation. Fourth, the
non-Linear nature of bottom friction means that the friction on the tidal flow is
greatly increased when the riverflow increases. This increase in friction causes
the change in M2 amplitude at Columbia City and other stations in the fluvial
part of the system.

3.3.2 Model Results
One of the primary purposes of the one-dimensional, harmonic model was to

investigate in a systematic manner the interaction between the tides and the
riverflow. Although the diurnal constituents were not included directly in the
model, multiple tidal constituents and large range tides can be simulated by
using the combined amplitude of two or more semidiurnal constituents. Thus, a
spring tide (M2 and S2 in phase) can be approximated by using as a boundary
condition at the mouth M2+S2.

To systematically investigate tidal-fluvial interactions, the one-dimensional
model was run with riverflows of 0, 100, 300, 500, and 1000 kcfs (0, 2,832, 8,500,
14,160, and 28,320 m 3 /s) and tidal amplitudes of 0.5, 1.0. 1.5, and 2.0 m (tidal
ranges of 1.0, 2.0. 3.0, and 4.0 m); this encompasses all likely tidal ranges and
riverflows. Model results are summarized in Table 4. River stage and tidal tran-
sport amplitude as functions of river mile are shown for all five riverflows in Fig-
ures 32a and b for a tidal range of 2.0 m. Tidal prism and Stokes drift transport
at the mouth are given in Tables 5a and 5b.

The variations of tidal height amplitude and tidal transport at the upriver
stations with riverflow and tidal range (Table 4 and Figures 13 to 17) show the
effects of friction and geometry. Increasing the tide at the entrance does not
cause a proportional effect at Tongue Pt. and beyond (Figures 17a and b),
because of greatly increased friction on larger range tides. Higher riverflow also
increases the frictional damping considerably. The decrease in tidal amplitude
with increasing riverflow is much more severe upriver; the decrease in tidal
amplitude is only "20% at Tongue Pt. between 0 and 1000 kcfs (0 and 28,320
m 3 /s) but is more than 75% at Columbia City. The tidal transport amplitude
drops off by '60 to -80% in the first 20 river miles (Figure 32b and Table 4),
because the width and tidal range decrease upriver. Increasing the riverflow
from 0 to 1000 kcfs (0 to 28,320 m 3 /s) decreases the transport at the mouth
(the total tidal prism) by -25%. The tidal transport at the mouth decreases with
increasing riverfiow, because high riverflow decreases the tidal range upriver.
As the tidal range increases, flood tide transports (tidal transport minus
riverflow transport) and ebb tide transports (tidal transport plus riverflow)
diverge. More and more of the tidal prism is satisfied by the holdup of riverflow.
At the river mile where the flood tide transport is zero, the flood tidal transport
(averaged over half a tidal cycle) is exactly balanced by riverflow. Even though
flood currents are observed during some part of the tidal cycle, no net upriver
transport occurs during the six lunar hours of flood tide, and the ebb transport
is twice the tidal transport. The tidal prism upstream of this point is entirely
satisfied by holdup of riverflow.

Figure 32b can be also be used to predict the point upriver of which the
currents no longer reverse, that is, the point where the flow is always in the
downriver direction. This point varies for a 2.0 m tidal range from -RM-9 for
1000 kcfs riverflow to 'RM-44 for 100 kcfs (2,830 m 3 /s). Stronger tides and
lower riverflows (which occur sporadically during the low-flow season; Lutz et al.
1975) will cause reversals much farther upriver. A 4.0 m tidal range would cause
reversals almost all the way to Vancouver at RM-105. A very weak tide (-1.2 m
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Table 4. Tidal properties as a function of riverflow and tidal range - model predictions

Tidal Range = 2.0 m, Riverflow = o kcfs

Tidal Current Riverflow Height Stokes Stage Phase difference
Drift

Amplitude Phase, Amplitude Heights - flow,
Station RM M/s deg. M/s m phase M/s m deg.

Entrance 1 1.40 168 0 1.00 225 .030 .00 57

Tongue Pt. 19 .66 188 0 1.18 252 .022 .03 64

Wauna 40 .48 249 0 .90 290 .012 .12 41

Columbia City 84 .29 333 0 .45 363 .004 .18 30

Tidal Range = 2.0 m, Riverflow = 500 kcfs

Entrance 1 1.31 165 -.36 1.00 225 .025 .01 60

Tongue Pt. 19 .56 184 -.35 1.11 252 .015 .24 68

Wauna 40 .26 242 -.96 .70 296 .004 1.26 54

Columbia City 84 .04 346 -1.35 .14 394 .000 4.74 48



Table 4. (continued)

Tidal Properties as a Function of Riverflow and Tidal Range - Model Predictions

Tidal Range = 4.0 m, Riverflow = 500 kcfs

Tidal Current Riverflow Height Stokes Stage Phase difference
Drift

Amplitude Phase, Amplitude Heights - flow,
Station Rm. m/s deg. m/s m phase m/s m deg.

Entrance 1 2.3 166 -.32 2.00 225 .084 .02 59

Tongue Pt. 19 .95 184 -.29 2.12 252 .039 .36 68

Wauna 40 .54 235 -.88 1.45 289 .014 1.48 54

Columbia City 84 .11 332 -1.32 .35 381 .001 4.73 49

Tidal Range = 4.0 m, Riverflow = 1000 kcfs

Entrance 1 2.07 164 -.65 2.00 225 .070 .03 61

Tongue Pt. 19 .76 183 -.59 1.95 253 .027 .60 70

Wauna 40 .28 243 -1.68 .97 299 .004 2.88 56

Columbia City 84 .03 345 -2.11 .14 394 .000 9.48 49



Table 4. (continued)

Tidal Properties as a Function of Riverflow and Tidal Range - Model Predictions

Tidal Range = 2.0 m, Riverflow = 1000 kcfs

Tidal Current Riverflow Height Stokes Stage Phase difference
Drift

Amplitude Phase, Amplitude Heights - flow,
Station Rm. M/s deg. m/s m phase M/s m deg.

Entrance 1 1.10 165 -.72 1.00 225 .021 .02 60

Tongue Pt. 19 .41 189 -.70 .98 255 .010 .43 66

Wauna 40 .11 257 -1.76 .38 313 .001 3.01 56

41Ž
Columbia City 84 .01 361 -2.10 .05 410 .000 9.71 49

Tidal Range = 4.0 m, Riverflow = 0 kcfs

Entrance 1 2.31 168 0 2.00 225 .089 .01 57

Tongue Pt. 19 .98 189 0 2.15 254 .048 .12 65

Wauna 40 .70 250 0 1.53 293 .026 .38 43

Columbia City 84 .38 339 0 .66 371 .008 .52 32



tidal range) would result in no inward transport at the mouth for a riverflow of
1000 kcfs (28.320 m 3 /s). Density-driven flood currents would probably still be
observed at depth near the entrance.

It is useful for many purposes to compare riverflow volume during a 12.42
hour tidal cycle to half-tidal cycle transport volumes. The ratio of tidal tran-
sport volume over half a tidal cycle (tidal transport amplitude x - x 6.21 solar

Trhrs) to freshwater flow volume over a 12.42 hr tidal cycle is given in Table 5a.
The ebb/flood transport volume is the tidal transport volume ± 2 (the riverflow
volume). A ratio of 0.5 in Table 5a corresponds to the condition where the
riverflow volume over half a tidal cycle is equal to the tidal transport; the tidal
prism is entirely filled by the holdup of riverflow. Except under high riverflow
and low tidal range, the tidal exchange is considerably larger than the riverflow
volume. Included in Table 5b is the Stokes drift volume ratio; this inward Stokes
drift flow volume is very nearly compensated during each tidal cycle by the
Stokes drift return flow. The Stokes drift is large relative to riverflow only at low
riverflow levels and large tidal ranges, but under these conditions, the Stokes
drift compensation flow is a significant fraction of the total outflow.

The calculation of the ratios in Table 5a involves several assumptions that
are not strictly fulfilled. The most important is that width is not a function of
stage. Table 5a probably underestimates tidal prisms for larger range tides,
particularly during the winter months, when sea level is high. The distortion in
the shape of the tidal wave by frictional effects is also not represented, but this
should have little effect on the calculated volumes.

The pattern of tidal height and tidal current phases (and the phase
difference between them) is complex. There are at least four governing factors:
channel width, friction, the riverflow, and average depth; these factors interact
in a complex manner. Increasing friction (caused by increases in either river or
tidal flow) tends to make the wave more progressive. The progressive nature of
the wave is indicated by the phase difference in Table 4; a perfectly progressive
wave (no reflected wave) would have a phase difference of zero. A standing wave
(reflected wave equal to incoming wave) would have a phase difference of 90 deg.
The strength of the reflected wave (which is dependent on the geometry) affects
the phase of the tidal height, in that a standing wave has high water nearly
simultaneous throughout the estuary.

Increasing depth (as occurs as the river stage iIncreases), causes a progres-

sive wave to travel faster; the phase speed is (gd) 2, The speed of the riverflow
has a doppler shift effect, the incoming wave is shifted to a shorter wavelength
and the outgoing wave is shifted to a longer wavelength. The model predicts that
increasing riverflow makes the wave much slower (height phase larger) and
more progressive (phase difference smaller), but changes in stage and river flow
speed are relatively unimportant below Tongue Pt. The travel time of high water
from the entrance to Columbia City varies from 138 deg (-4.75 hours) to 185 deg
(-6.4 hours), depending on river flow and tidal range. The model also predicts
that riverflow has a stronger effect on this travel time at smaller tidal ranges,
for reasons which are not clear.

Figure 32a shows the river stage predicted by the model for river flows from
0 to 1000 kcfs (0 to 28,320 m 3 /s) and a tidal range of 1.0 m. (The stage is the
mean water level; the tides are then added to this mean water level). These
results may be compared to the observations in Figure 31. The zero river-flow
stage is not zero, because of the Stokes drift. It can be seen in Figure 32a that
the stage at Tongue Pt. is very little affected by fluctuations in riverflow of
between 100 and 500 kcfs (2,830 and 14,160 m 3 /s); the difference is only "14
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Table Sa . Tidal prism (km ) and ratio of tidal prism to riverflow volume

Riverflow (kcfs) 0 100 300 500 1,000.

(103 m3 /) 0 2.83 8.50 14.2 28.30

(km3/ 0 .127 .38 .633 1.27
tidalt

Tidal Range (m) cycle)

1.0 prism 0.44 0.44 0.41 0.37 0.29

ratio - 3.5 1.1 0.6 0.2

2.0 prism 0.79 0.79 0.78 0.74 0.62

X ratio - 6.2 2.0 1.2 0.5

3.0 prism 1.12 1.12 1.11 1.08 0.96

ratio - 8.8 2.9 1.7 0.8

4.0 prism 1.44 1.44 1.43 1.41 1.29

ratio - 11.3 3.8 2.2 1.0

tone tidal cycle = 12.42 hours



Table 5b. Stokes drift volume (km3 ) and ratio of Stokes drift volume to riverflow volume

Riverflow (kcfs) 0 100. 300. 500. 1,000.

(103 m3 /s) 0 2.83 8.50 14.2 28.30

(km /tidal 0 .127 .38 .633 1.27
cyclet)

'Tidal Range (m)

1.0 volume .015 .015 .013 .012 .010

ratio _ .118 .035 .019 .008

co

2.0 volume .053 .053 .050 .044 .037

ratio _ .417 .130 .070 .029

3.0 volume .106 .108 .104 .097 .080

ratio _ .853 .275 .153 .062

4.0 volume .174 .176 .174 .165 .137

ratio 1.385 .459 .260 .108

tone tidal cycle = 12.42 hours



Figure 33. Model predictions of (a) tidal energy Alux, and (b) mean
flow potential energy flux, both in 10 joules, as functions
of river mile for (a) (bottom to top) tidal ranges of
0, 1, 2, 3 and 4m, and (b) river flows of 0, 100,3300, 500
and 1000 kcfs (0, 2832, 8495, 14,160 and 28,320 m /s).
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cm. A flow of 1000 kcfs (which corresponds to the flood of 1948) raises the stage
at Tongue Pt. less than 30 cm. Increases in stage are much larger upriver; the
model predicts stages of 4.7 and 9.7 m above MSL at Columbia City for flows of
500 and 1000 kcfs (14,160 and 28,320 m 3 /s), respectively. Figure 31 and 1981
tidal data show that these predictions are somewhat high. The maximum stage
in June 1981 was -4.1 m, and the highest stage at Columbia City for the 1945
flood was '8.3 m above MSL. The reason for the overprediction is believed to be
the fact that the model does not include a realistic flood plain.

3.4. THE ENERGY BUDGET

3.4.1 Interpretation of Energy Budget Terms

The M2 tide and the riverflow provide most of the energy for circulatory
processes. We discuss here how energy from these two sources appears in the
energy budget, as represented by Eq. (23) of Section 2.4.2. As discussed in Sec-
tion 1.3, the Stokes drift and the associated tidal energy input are large in sys-
tems with progressive or partially progressive tides. This occurs because the
flow is deeper on flood tide than on ebb. This flood-to-ebb difference in elevation
causes a net inflow (the Stokes drift; Section 1.3) and an energy flux. The tidal
energy flux is simply the potential energy difference caused by the difference in
surface elevation (and therefore potential energy) of the flood and ebb flows.
The stronger the dissipation, the more progressive the wave is, and the greater
the elevation difference and energy transport into the system. The tidal energy
flux is shown as a function of river mile in Figure 33a.

The analogous potential energy term for the riverflow arises from the river
slope; as the water flows downhill, gravitational potential energy is released.
This term is largest in the upriver areas where the surface slope is large and
increases sharply with increasing riverflow, as in Figure 33b. The mean flow
kinetic energy flux term results from the decrease in flow velocity of the mean
flow in the downstream direction as the cross-sectional area increases. The dissi-
pation is the loss of energy caused by friction on the bottom and sides of the
estuary channels. It is associated both with the form drag of bedforms, shoals,
curves, etc., and skin friction of the sediment itself.

To summarize the balance of Eq. (23). both the tides and riverflow contri-
bute potential energy and dissipation terms, but only the mean flow contributes
a kinetic energy flux term. Interactions (between the tidal and mean flow) occur
both in the dissipation and kinetic energy flux terms. The interaction terms in
the dissipation occur because the dissipation is proportional to [ I q I q2], where
the total transport q = q0 +q 1 , qO is the mean flow, qj is the tidal transport
amplitude. I I indicates the absolute value, and the brackets indicate a tidal
cycle average. The tidal dissipation arises from [I I q I q12 ], the mean flow dissipa-
tion from [IqoIq 02], and the interaction dissipation from the mixed terms. The
kinetic energy flux is also cubic in u, but without the absolute value; odd powers
of the tidal velocity average to zero over a tidal cycle, thus there is no purely
tidal kinetic energy flux term and only one interaction term ([qoq, 2 ]).

The flood-ebb difference in energy dissipation can be seen as follows. On
flood tide, the river and tidal flow are in opposite directions. Thus, the flood dis-
sipation is proportional to I q 1 - qi| II (ql- I q0 | )2. On ebb tide, the river and
tidal flow are in the same direction, and the dissipation is given by (q 1 + I q0 I )3.
Because the dissipation varies with the cube of the speed, ebb1 tide dissipation

will be substantially larger than the flood time dissipation, if- is substan-

tial.

3.4.2 Neap-Spring Effects
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TABLE 6. Total tidal and mean flow potential energy fluxes and total
dissipation

Riverflows 0 100 300 500 1000

Tidal kcfa
Range, m m3/s 0 2832 8395 14,160 28,320

1.0 Tidal Energy Flux, 106 Joules 40

Potential Energy Flux, 106 Joules 28

Total Dissipation, 106 Joules 67

2.0 Tidal Energy Flux, 106 Joules 150 149 141 127 105

Potential Energy Flux, 106 Joules 0 35 284 824 3318

Total Dissipation, 106 Joules 150 181 418 947 3461

3.0 Tidal Energy Flux, 106 Joules 319

Potential Energy Flux, 106 Joules 42

Total Dissipation, 106 Joules 354

4.0 Tidal Energy Flux, 106 Joules 549 546 540 505 422

Potential Energy Flux, 106 Joules 0 50 300 816 3261

Total Dissipation, 1o6 Joules 549 585 811 1283 3659
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The energy budget provides a useful framework in which to study neap-
spring variations. Let us consider the simplest, no riverflow case, since varia-
tions in riverflow act primarily to change the fraction of the system where neap-
spring effects are important without altering the basic processes at work. The
energy budget then contains only two terms, tidal input and dissipation. The
tidal energy coming into the system from the ocean is proportional to the
Stokes drift at the entrance, q1 h 1cos6, where delta is the phase difference
between the tidal transport qi and the tidal height hi. Since q1 is proportional to
the tidal amplitude, the tidal energy varies with the square of the tidal range at
the entrance: hi 2 cos6. The dissipation inside the estuary varies with tidal range
cubed. It is not immediately obvious how the tidal energy input and dissipation
remain in balance, over the tidal month, because they vary with different powers
of the tidal range. One possible mechanism is variation of 6, the phase
difference between the heights and current at the entrance (Heath 1981). It is
improbable that this effect could, by itself, account for the spring-to-neap
difference in the energy balance, because cos 6 would have to change by a factor
of two, as the tidal range doubled, to account for the entire discrepancy.

The tidal model of Section 3.3 predicts negligible phase changes at the
entrance for a doubling of the tidal range (Table 4 and Figures 17a and b), and
the model and the observed spatial distribution of the semidiurnal constituent
amplitudes (Table 1) strongly suggest that another mechanism is more impor-
tant. The other mechanism for balancing tidal input and dissipation is the spa-
tial variation of tidal range in the estuary, as a function of the tidal range at the
mouth. The tide is essentially composed of phase and amplitude modulated
semidiurnal and diurnal tidal waves. The amplitude and phase modulation is
accounted for in a harmonic analysis by introduction of various diurnal and sem-
idiurnal tidal constituents whose frequencies are determined from astronomical
considerations. It was stated in Sections 3.1 and 3.2 that the semidiurnal tidal
wave is described primarily by three tidal constituents, M2, S2 and N2, that
spring/neap tides were described by M2+S2, that perigean/apogean tides were
described by M2±N2. and that S2 and N2 both decrease more rapidly in the
upriver direction than does M2 (Table 1). We can now interpret this rapid
decrease of N2 and S2. The spring tide wave is described by M2+S2. The greater
dissipation in the interior of the estuary requires that the spring tide increase in
tidal amplitude inside the estuary be less than proportional to that at the
entrance. The more rapid decrease upriver of S2 than M2 provides exactly that
response. The neap tide wave (M2-S2) is less rapidly damped than M2 alone or
M2+S2, as is required by the relatively small dissipation on neap tides. The situa-
tion is similar with M2+S2+N2 and M2-N2-S2. (Figures 17a and b). We can be rea-
sonably confident that the model realistically reproduces neap-to-spring
changes in system energetics. because it reproduces correctly the distribution
of M2+S2+N2 and M2-S2-N2 and other constituent combinations.

3.4.3 Energy Budget Calculations
Variations with River Flow and Tidal Range

The energy budget was evaluated using the one-dimensional tidal model for
selected cases in the same series of riverflows and tidal ranges used in Section
3.3; the riverflows were 0, 100, 300, 500 and 1000 kcfs (0. 2832, 8345, 14,160, and
28,320 m 3 /s), and the tidal ranges were 1.0, 2.0, 3.0 and 4.0 m. These results
are summarized in Table 6, which shows the total tidal energy flux, total mean
flow potential energy flux, and total dissipation for the entire system for the
various cases. It is evident from Table 6 that the largest energy fluxes are asso-
ciated with large tides and riverflows, and that major freshets provide by far the
largest energy fluxes. The total dissipation for a 1000 kcfs flow (28,320 m 3 /s) is
about 6 times that for the largest reasonable tide of 4 m. This very large mean
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Figure 34. Model predictions of total energy flux unit area (E) and
dissipation/unit area (D) both in Joules/m 2, as a function
of river mile for (a), a tidal range 2m and river flow of
300 kcfs (8495 m3/s) (b) a tidal range of 4m and a river
flow of 300 kcfs (2832 mi/s), and (Cc, a tidal range of 4m
and river flow of 500 kcfs (14,160 m Is). Imbalances
between D and E indicate errors in the model. The present,
annual maximum energy level corresponds roughly to (c);
note energy minimum at -RM-14 to 25.
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Figure 34. (continued).
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flow potential energy is the result of the high river stage that accompanies
floods: most of this potential energy does not reach the estuary, however,
because it is lost to dissipation upstream of the estuary proper. The spatial dis-
tribution of dissipation in the system for the various cases is discussed further,
below.

Examination of the model results shows that not all of the terms included in
Eq. (24) are important; only the M2 tidal energy flux, the mean flow potential
energy flux, and the tidal and riverine dissipations need be considered here. We
can approximate the energy balance of Eq. (24) to about 10% as:

A M2 tidal energy flux + A mean flow potential energy flux (27)

= mean flow dissipation + tidal dissipation

Consideration of the distribution with river mile of the various terms allows
further simplification. It can be seen from Figures 33a and b, which show the
tidal energy flux and the mean flow potential energy flux as functions of river
mile for various riverflows and tidal ranges, that tidal energies are generally
large only seaward of RM-20 and riverine terms large only upriver of RM-20.
Thus, in the high-energy cases (i.e., river flow and/or tidal range large) which
are important for sediment transport, the energy balance at most locations in
the system is either:

A tidal energy flux = tidal dissipation (28)
(in the estuary) or 

A mean flow potential energy = mean flow dissipation (29)
(in the fluvially-dominated section)

Eq. (28) is the energy balance for a strongly-tidal estuary without major
riverflow, and Eq. (29) is the expression for a non-tidal river. Eq. (27) is neces-
sary only in the tidal-fluvial reaches ('RM-18 to -RM-50, depending on the
riverflow). Of the terms included in Eq. (24), but neglected in Eq. (27), the tidal-
fluvial interaction terms in the potential energy and dissipation, and the riverine
kinetic energy flux are the most important; they are large only when the
riverflow is large and are always less than 10% of the dominant riverine terms.
In the riverine part of the system, they may be much larger than the tidal
terms, however. Thus, the energy budget shows the same division of the system
into estuarine, tidal-fluvial and fluvial reaches that is found in many other
aspects of the physics, geology, and biology of the system.

Total dissipation (the sum of all terms on the right hand side of Eq. (23) and
energy inputs (the sum of all terms on the left hand side of Eq. (23) are shown as
a function of river mile for 3 typical cases in Figures 34a, b and c. Three points
should be made in regard to these figures. First, the model does not conserve
energy perfectly; dissipation and energy inputs do not balance, although they
balance within 2% at most sections and '18% in the worst cases. It is believed
that terms not evaluated are small, and that the errors result from the approxi-
mations used to calculate the non-linear, convective acceleration term q oq 

a Ox
Second, there is a broad area of minimum energy between -RM-18 and

'RM-30. As is clear from Figures 33a and b, this reach of the estuary is never
exposed to high energy fluxes, even by the largest tides or freshets. This rela-
tively low energy level occurs in the widest part of the river/estuary system and
may account for the formation of the islands of Cathlamet Bay. The implications
of the energy minimum are discussed further in the Integration Report.
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Third, there are numerous, sharp maxima and minima in the dissipation vs.
river mile curves (Figures 34a ,b and c). The dissipation maxima correspond to
shallow sections of the estuary. In most cases, a distinct shoal in the channel
can be observed that corresponds to each maxima, e.g., the inner tidal delta at
RM-2, lower Desdemona Shoal between RM-6 and RM-9, Flavel Bar at RM-12 to
RM-13, etc. It may seem paradoxical that a shoal could exist in a reach where
large amounts of energy are lost to bottom friction. But considered from the
point of view of a sediment particle moving downstream, a dissipation maximum
is first (as the particle reaches the upstream side of the maximum) a reach of
increasing energy, and then one of decreasing energy. Thus, at least in the
fluvial part of the system where sediment is generally moving seaward, the
downstream side of a dissipation maximum (topographic high) might correspond
to an area of deposition, as would the upstream side of a dissipation minimum
(topographic low). This corresponds to the convergences and divergences in the
mean flow, that are also associated with topographic highs and lows as discussed
in lanniello (1979, 1981) and Section 3.2. Salinity gradients in the estuary proper
greatly complicate sedimentary processes, and this simple model may not be
adequate to explain processes there.

Errors and Processes Not Considered
Errors occur in the energy budget (which was based on Eq. (23)) because

some terms in Eq. (22) were ignored, and because the diurnal tide is neglected
even in Eq. (22). The buoyancy flux, the temporal change term, and direct work
by/on the moon are believed to be less than 1% of the tidal energy flux. The
diurnal tidal components account for perhaps 20% of the tidal energy in the
estuary proper and less upriver of RM-20. MK3 and M44 account for perhaps as
much as 6-7% of the total tidal energy, but only in the upriver areas, where the
riverflow terms are usually dominant. Thus, the tidal constituents neglected in
the calculations are too small to invalidate the calculations.

Errors in the representation of the M2 tide and riverflow by tidal model may
also occur; the tidal energy flux is very sensitive to the phase difference between
the tidal height and the tidal flow. Comparison of model results (Figures 13 to
15 and 17a and b) with the data (Figures 20 and 21) suggests that the tide may
be somewhat more progressive (heights and flow more in phase) than
represented by the model. In the worst reasonable case, the model could be off
by as much 10 deg in phase, which would result in the model underestimating
the tidal energy flux by -25%.

Finally, since the model over-estimates river stage by as much as -17%
under the highest flow condition, the mean flow potential energy flux at the
upriver end is overestimated by the same amount for this case. Errors are
much smaller than this below RM-50 and throughout the system for all but the
1000 kcfs (26,320 m 3 /s) case. None of these errors is large enough to invalidate
or modify any of the conclusions drawn.

The energy budget in the lower estuary may also be modified by atmos-
pheric processes, such as storm surges, wind driven currents, and ocean waves,
which have not been included in the calculations. The energy flux into the estu-
ary over a tidal cycle for a storm surge of 25 cm (which is somewhat greater
than the storm-induced increase in elevation that occurred during any 12.42 hr
tidal cycle in the 1979-81 period) can be estimated; it is small, about 10% of the
M2 tidal flux at the entrance. Data and modeling results (Hamilton 1984) suggest
that currents driven by winds over the estuary are even less important to the
energy budget. The effect of ocean waves on the energy budget has not been
quantitatively estimated, but it is unlikely to be large, even at the entrance.
Thus, atmospheric processes do not greatly modify the energy budget of the sys-
tem. This does not necessarily mean that these processes are unimportant for
sediment transport. Sediment transport is strongly non-linear; once a certain
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threshold is reached, it increases very rapidly as the bottom stress increases.
The combination of large tides, high river flow, large waves, and a storm surge
that accompany some winter freshets may be quite effective in moving sediment
near the entrance.
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3.5 THE SALINITY DISTRIBUTION
Previous sections have considered the tidal and mean flows from a dynami-cal point of view. In this section the salinity distribution is considered from adescriptive point of view, since knowledge of this property is often required byestuarine scientists and managers. The salinity varies daily, tidal monthly, andseasonally; it was necessary to consider all three time scales. T-S (temperatureand salinity) characteristics were defined, and seasonal average salinity distri-butions were compiled for the high and low-flow seasons using all available (1980and 1981) time series data. Salinity intrusion was examined for a low-riverflowperiod (October 1980 neap to spring cycle) and for extreme high-flow periods inJune 1959 and in June 1981.
The salinity distribution was determined from time series of Aanderaacurrent meter salinity data, with available profile data used as appropriate. Theuse of current meter data to produce salinity sections provides synopticity notusually available with profile data and allows assessment of temporal variability.The wide spacing of current meter moorings, however, renders tentativeinterpretations based only on current meter results. The uncertainty isgreatest at the surface, where the salinity is highly variable and no currentmeter data are available. Cross-channel variability, caused by channel curvatureand the earth's rotation, also introduces errors that are probably greatest atand below RM-5, where the channel is wide.

3.5.1 Water Masses and Mixing
In order to describe oceanographic mixing processes, it is customary todefine end-member water types that have extreme water properties and thatmix together to create the observed temperature and salinity properties in anarea (the water masses). Water types in the Columbia River and adjacent oceanwaters have been defined by Conomos et al. (1972). The three water types areRiver Water (RW), Surface Ocean Water (SOW), and Sub-surface Ocean Water(SSOW).
River Water (RW) has a salinity of zero, but highly variable temperaturecharacteristics. National Marine Fisheries Service (NMFS) records from Trojan(RM-72) show temperatures ranging from 0.2 deg C in January 1979 to 23.1 deg Cin August 1977 . CREDDP and NOS records for 1980 and 1981 show temperaturesabove 20 deg C for periods of several weeks during the summers of both 1980and 1981.
SOW is defined (Conomos et al. 1972) as the warmest water of near-oceanicsalinity in the area. Pure SOW is found in the top 15 m more than 15 kmoffshore. SSOW is the coldest and most saline water type. It is generally foundat least 20 to 30 m below the surface. It is closest to the surface inshore,because of coastal and river plume-induced upwelling. The temperature andsalinity characteristics of SOW and SSOW are defined in Table 7.
Processes within the estuary are sufficiently variable, that is difficult todefine "typical" T-S digrams. A T-S diagram for a near bottom current meter offClatsop Spit for an upwelling situation illustrates the influence of RW, SOW andSSOW (Figure 35). The mixing of RW and SOW defines one line, and the mixing ofSSOW and SOW defines another. In the absence of upwelling offshore, only theline defining mixing between RW and SOW would appear. It is interesting thatvery little mixing takes place between SSOW and RW. Were such mixing occur-ring, the T-S pattern would more closely resemble a triangle. Such mixing doesoccur at meters closer to the surface during the same period.

Personal cormunication, R. J. McConnell, NMFS, Hamrnond, Or.
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Table 7. Defining properties of Surface Ocean Water (SOW) and Subsurface
Ocean Water (SSOW), near mouth of Columbia River.

SOW SSOW

Salinity ppt Temp 0C Salinity ppt Temp 0C

June 11-20, 1965* 31.76 ± 0.1 12.8 ± 0.2 33.64 ± 0.17 7.57 ± 0.13

Sept. 14-26, 1965* 31.92 ± 0.45 13.6 ± 0.3 33.36 ± 0.21 7.80 ± 0.11

June 15-20, 1966* 31.65 ± 0.55 12.5 ± 0.7 33.76 ± 0.09 7.25 ± 0.16

Aug. 13-23, 1966* 31.78 ± 0.85 13.83 ± 0.86 33.63 ± 0.23 7.49 ± 0.21

Jan. 13-Feb. 20, 1958t 32.0 - 32.5 10.2 - 10.9 not observed
s0

*from Conomos et al., 1972

from U.S. Navy Hydrographic Office, 1960



Figure 35. The mixing of RW with SOW, and SOW with SSOW.
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3.5.2 Seasonal-Average Salinity Distributions

All available data for March 25 to October 31, 1980, and April 30 to October
31, 1981. were used to construct high and low-flow seasonal mean, minimum, and
maximum salinity distributions for the North and South channels. The seasonal
mean flow for the high-flow season was -310 kcfs ('8800 m 3 /s); that for the
low-flow season was 155 kcfs (-4400) m 3 /s). The winter salinity distribution is
not presented, because insufficient winter data are available.

Some biological processes have time scales of weeks to months and may be
expected to respond to the seasonal average salinity. The analysis of Section
1.1, however, emphasized the importance of non-linear processes in maintaining
the circulation and salinity distributions. Many biological processes are
undoubtedly also non-linear. The response of a non-linear process to averageconditions is not likely to be the same as the average of the (non-linear)
responses to the series of individual states that form the average. Great care
should be exercised in drawing conclusions concerning the circulatory and other
processes from the average salinity distributions; The observed time series of
salinity are more indicative of circulatory processes and may be more useful for
biological studies as well.

The High-Flow Season
Figures 36a, and b and 37a and b show the high-flow ('310 kcfs or 8,800

m 3 /s) season maximum and mean salinity distributions for the South and North
channels, respectively. No minimum salinity plots are shown because the salin-
ity is known (Section 3.5.4) to go to zero above -RM-2 on the ebb tide underspring tide, freshet conditions, although this condition was not actually observed
during the 1980-81 period.

The mean salinity plots for the high-flow season show substantial top to bot-
tom salinity differences (10 to >20 ppt), and the stratification is fairly uniform
with depth (Figures 36b and 37b). The mean horizontal salinity gradient (Figure
38) is somewhat variable with depth and horizontal distance, but the apparent
uniformity of the salinity distribution is largely a result of the averaging. The
density structure at most times during the high-flow seasons shows sharp hor-
izontal and vertical gradients. The stratification and horizontal salinity gradient
are less uniform in the maximum salinity case than the mean salinity case,
because of the salt-wedge like structure of the incoming flow.

The mean salinity plots show some influence of the sills in both channels,
between RM-6 and RM-9. There is also greater maximum salinity intrusion in the
North Channel at mid-depth than in the South Channel, despite the very shallow
sill depths. This results from greater freshwater flow volume in the South Chan-
nel. That the maximum salinity (Figure 39) for the high-flow season is greater
between RM-6 to RM-11 than that for the low-flow season probably reflects the
greater importance of baroclinic circulation in this part of the estuary and sea-
sonal differences in upwelling. Note also that the salinity range exceeds 30 ppt
between 'RM-8 and 'RM- 13. Salinity ranges up to 33 ppt occasionally occur at
individual current meters during a single tidal day.

The Low-Flow Season
Figures 40a to c and 40d to f show the minimum, maximum, and mean salin-

ity distributions for the low-flow season ('155 kcfs or '4,400 m 3 /s) for the
South and North Channels, respectively. Top to bottom salinity differences are
less ('5 to "15 ppt), the slope of the isohalines is sharper, the horizontal density
gradients are weaker, and the mean salinity intrusion length ("25 miles) is
much greater than in the high-flow season. The maximum salinity (Figure 40b)
suggests salinity intrusion of -5 ppt to Pillar Rock (RM-27) and beyond.
Minimum salinity intrusion is substantial, and North Channel-South Channel
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Figure 36. Maximum (a) and mean (b) salinity for the South Channel for
the high flow season (mean river flow 310 kcfs or 8778
m3 /s), based on all available 1980 and 1981 data.
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Figure 37. Maximum (a), and mean salinity (b), for the North Channel
for the high flow season (mean river flow 310 kcfs or
8778 m3/s), based on all available data.
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Figure 38. Seasonal mean salinity at MLLW and 12m in the South Channel
for the high flow season (310 kcfs) and the low flow season
(155 kcfs), based on all 1980-81 data.
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Figure 39. Seasonal minimum and maximum salinity in the South Channel
for the high flow seasonal (310 kcfs) and the low flow
seasonal (155 kcfs).
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Figure 40. Seasonal (a) minimum, (b) maximum and (c) mean salinity in
the South Channel and (d) to (f) in the North Channel for the
low-flow season (155 kcfs).
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Figure 40. (continued).
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Figure 40. (continued).
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Table 8. Salinity characteristics, Columbia River Estuary at Astoria-Megler
Bridge, selected spring and neap tides, March - October 1980.

A. Low Flow Neap Tides

Diurnal
Station Data Salinity Results, ppt Tide Range Riverflow

Station Meter Depth, M Date Mean Minimum Maximum Range Meters CFS x 10

,5B 4422/51 15 7/21/80 24.97 14.60 30.73 16.13 2.0 160

SA 4423/6 9 20.79 5.57 29.27 19.58 2.0 160

SA 2776/11 3 2.99 0.07 9.96 9.89 2.0 160

5B 4422/51 15 8/19/80 22.51 11.61 29.03 17.42 2.0 130

5A 4423/6 9 " 18.24 7.65 26.71 19.06 2.0 130

or 5A 2276/11 3 7.48 3.31 15.52 12.21 2.0 130

SB 4423/7 15 10/17/80 22.65 7.11 28.51 21.40 2.0 140

5A 2276/12 9 19.25 7.10 28.59 21.49 2.0 140

5A 4422/100 3 " 7.81 2.60 15.26 12.66 2.0 140

5B 1665/13 15 4/8/80 19.96 2.18 26.81 24.63 2.1 170

5A 2775/10 9 14.05 3.06 24.60 21.54 2.1 170

SA 3227/7 3 4.00 0.85 10.68 9.83 2.1 170



Table 8. (continued)

B. Low Flow Spring Tides
Diurnal

Station Data Salinity Results, ppt Tide Range Riverflow

Station Meter Depth, M Date Mean Minimum Maximum Range Meters CFS x 10

5B 4422/51 15 7/28/80 18.51 3.22 30.49 27.27 3.1 160

5A 4423/6 9 13.18 1.70 28.22 26.52 3.1 160

5A 2776/11 3 8.10 1.19 23.23 22.04 3.1 160

5B 4422/51 15 8/10/80 18.33 4.50 29.81 25.31 2.9 150

5A 4423/6 9" 13.66 3.70 25.07 21.37 2.9 150

5A 2776/11 3 8.95 1.92 22.10 20.18 2.9 150

5B 4422/51 15 8/26/80 16.10 3.01 29.66 26.65 3.0 112

5A 4423/6 9 12.08 1.45 24.38 22.93 3.0 112

5A 2776/11 3 8.77 0.91 21.08 20.17 3.0 112

5B 4423/7 15 10/24/80 16.41 3.25 30.22 26.97 3.4 140

5A 2776/12 9 " 12.81 1.53 24.37 22.84 3.4 140

5A 4422/100 3 " 9.81 0.99 24.65 23.66 3.4 140



Table 8. (continued)

C. Moderate Flow Neap Tides
Diurnal

Station Data Salinity Results, ppt Tide Range Riverflow

Station Meter Depth, M Date Mean Minimum Maximum Range Meters CFS x 10

5B 1665/13 15 4/22/80 18.17 1.13 26.44 25.31 2.0 200-220

5A 3227/7 3 " 1.29 0.00 4.67 4.67 2.0 200-220

5B 1665/13 15 5/5/80 14.66 0.05 26.14 26.09 2.3 290

5A 3227/7 3 0 1.77 0.00 7.69 7.69 2.3 290

C) 5B 4422/50 15 6/20/80 21.38 3.99 28.05 24.06 1.7 360

SA 4423/5 9 " 11.16 0.59 26.43 25.84 1.7 360

5A 2776/10 3 2.03 0.06 10.81 10.75 1.7 360



Table 8. (continued)

D. Moderate Flow Spring Tides
Diurnal

Station Data Salinity Results, ppt Tide Range Riverflow

Station Meter Depth, M Date Mean Minimum Maximum Range Meters CFS x 10

5B 4422/50 15 6/29/80 13.26 0.01 28.16 28.15 3.0 300

5A 4423/5 9 " 6.03 6.00 25.14 25.14 3.0 300

5A 2776/10 3 " 2.04 0.01 10.77 10.76 3.0 300

5B 4422/51 15 7/11/80 12.02 0.10 25.53 25.43 3.2 220

5A 4423/6 9 6.91 0.00 21.43 21.43 3.2 220

5A 2776/11 3 3.50 0.00 14.45 14.45 - 3.2 220

5B 1665/13 15 4/15/80 10.99 0.00 28.07 28.07 3.3 190

5A 3227/7 3 3.29 0.00 15.82 15.82 3.3 190



Figure 41. October 1980 neap tide (a) minimum, (b) maximum and (c) mean
salinity and (d) salinity range for the south channel.
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Figure 41. (continued).
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differences are less prominent. The mean salinity gradient (Figure 38) is less
variable than in the high-flow case, but far from constant. The extreme salini-
ties (Figure 39) indicate that the mean salinity provides a poor indication of the
behavior of the system for both seasons.

3.5.3 The Low-Flow Salinity Distribution
Strong neap-to-spring transitions in the salinity distribution occur during

low-flow periods (McConnell et at. 1981; Jay 1982). An example of this transition
is provided by the profile and current meter data for October 1980. The riverfow
during the period was 120 to 150 kefs or 3,400 to 4,250 m 3 /s. Further discus-
sion of these data is presented in Jay (1982). This low-flow period best
exemplifies the neap-to-spring transition in mixing processes that occurs during
most low-flow periods.

The October 1980 Neap-Tide Period
The four-day, neap-tide period October 16 to 19 was a period of minimum

vertical mixing, maximum stratification, and maximum salinity intrusion length.
The minimum tidal range occurred on the night of October 16-17, with a diurnal
range of <2.0 m. Comparison of maximum salinities at the Astoria-Megler Bridge
for this and earlier neap tides suggests that this is one of perhaps 3 or 4 periods
of maximum salinity intrusion for the year; Table 8). Plots for South Channel
during this period of minimum, maximum, and mean salinity intrusion and salin-
ity range are found in Figures 41a to d. The corresponding distribution of the
mean flow, as predicted by the two-dimensional, laterally-averaged model of
Hamilton (1954), is shown in Figure 28a. Minimum and maximum salinity
correspond roughly to end of ebb and end of flood pictures, but the data used
are not truly synoptic, because maximum salinity occurred on a later tidal cycle
above Tongue Pt. than in the lower estuary.

The strength of the stratification during the neap tide period is shown in the
typical late flood salinity and velocity profiles for Tongue Pt. (Figures 42a and b).
The flow is divided into distinct upper and lower layers by the sharp interface at

m8 m. The lower, saline layer is still advancing slightly, and the upper layer has
started to ebb. A smaller density interface occurs at 6.4 m. On ebb,
stratification is reduced, as both vertical mixing and advection reduce bottom
salinity (Figure 43a and b). Early in the ebb, vertical mixing causes the salinity
at mid-depth to increase despite outward advection.

Near the entrance, maximum stratification occurs at the end of the ebb, as
water of oceanic salinity (>32 ppt) moves upriver beneath a surface layer that is
still ebbing. It was noted in Section 3.2 that the surface ebb may continue for as
much as two hours after the onset of flood, lower in the water column (Figures
25a and b). Minimum stratification occurs later on the flood, when salinities of
>30 ppt occur at all depths below MLLW.

One very prominent feature of Figures 41a to d is the temporal and spatial
variability of the horizontal salinity gradient a The greatest horizontal gra-
dients are found at the end of flood at and above Tongue Pt. (Figure 41b) and at
the end of ebb near the entrance (Figure 41a). Strong gradients are present at
each location for only part of the tidal cycle. The horizontal gradient also varies
by at least a factor of five between the surface and 5 m at Tongue Pt. at the end
of a flood. The lack of synopticity in the data used distorts somewhat the form
of the salinity intrusion; salinity gradients ( and S ) at the head of the salt

dx dzwedge are probably much sharper than shown in Figure 41b.
The observed (Figure 41d) distribution of the salinity range can be

explained as the result of typical estuarine mixing processes. Nearly pure
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Figure 42. (a) Salinity, temperature and sigma - t, and (b) speed and direction at station 6SA on neap
tide. Weak flood prevails at bottom, but ebb has begun in the surface layer. Very strong
stratification occurs at about 8m, isolating the upper layer from the influence of the
bottom boundary.
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Figure 43. (a) Salinity, temperature and sigma-t (a) on late flood, and (b) on early ebb at station 6SDon neap tide. Velocities in (a) are low throughout the water column, because tide advance ofthe salt wedge has nearly ceased. Note multiple layers in the salt wedge. The increasedenergy level on ebb tide has caused substantial vertical mixing; salinity has increasedbetween 5 and 8m in (b).
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oceanic water is found at the bottom near the entrance during most stages of
the tide. River water enters at the surface near the upstream end. Under condi-
tions of weak mixing the result is an intermediate, high variance water mass
that is beneath the river water at the upstream end of the estuary and over the
oceanic water at the ocean end. The area down stream of the Astoria-Megler
Bridge is one of very large (>25 ppt) salinity range under most conditions; the
shape and position of this maximum varies.

The October 1980 Spring-Tide Period
The October 1980 spring-tide period was one of maximum mixing and

minimum stratification. Figures 44a to d show the minimum, maximum, and
mean salinity intrusion and salinity range for October 24 to 26. The mean flow
predicted by the two-dimensional, laterally-averaged model (Hamilton 1984) is
shown in Figure 28b. The diurnal range was >3.4 m. This condition of strong
tides and low runoff probably represents the extreme well-mixed condition in
the Columbia River Estuary; this period has the highest mean and maximum sur-
face salinities and minimum mean vertical stratification at the Astoria-Megler
Bridge for any 1980 spring tide for which data are available (Table 8). Contours
in Figures 44a to d are accordingly more nearly vertical than during otherperiods.

The differences between Figures 41a to d for the neap tide and Figures 44a
to d for the spring tide stem from greater vertical mixing and greater tidal
excursion on spring tide. The shorter salinity intrusion length and lesser
stratification on spring tide are caused by the greater vertical mixing. The
increased vertical mixing is clearly evident in the salinity and velocity profiles
taken near Hammond (Figures 45a and b). The velocity profile (Figure 45b) is
that of a turbulent boundary layer modified by weak stratification. The
decreased ebb bottom salinities at the entrance on the spring tide (Figure 44a)
are related to both the increased vertical mixing and the greater excursion.

The spring-to-neap differences in extreme (Figure 46) and time-averaged
(Figure 47) salinities emphasize the difference in salinity intrusion length and in
dynamics. Salinity intrusion on the neap tide was -7 to B RM further than on
spring tide. The spring and neap mean salinities of Figure 46 should be con-
trasted to Figure 3a: only the time averaged spring tide salinity gradient (Figure
47) is comparable to Figure 3a. The spring tide salinity gradient is more uni-
form than the low-flow mean conditions (Figure 38), because of the strong verti-
cal mixing on a spring tide. The neap tide mean salinity gradient is much more
variable than the spring tide mean because of the weaker mixing and stronger
baroclinic circulation on neap tide.

3.5.4 The High-Flow Salinity Distribution
High riverflows in excess of 500 kcfs (14,130 m 3 /s) occur only a few days

per year under the present flow regulation system. Salinity data are available
for only two such periods, June 18-20, 1959, a spring tide, and June 9-12, 1981, a
neap tide. The major difference between these two periods is not the difference
in tidal range; it is that the flow was nearly steady in June 1959, but varied
rapidly between June 7 and June 15, 1981.

Steady, High River Flow
Salinity intrusion during periods of steady, high riverflow can be investi-

gated using data from June 1959, during which time the riverflow was 535 to 570
kcfs (15,150 to 16,140 m 3 /s). Figures 48a and b are based on data collected
from boats over a three-day period and show the maximum and mean salinity
during this period. The lack of synopticity is important, because the tidal range
increased from -2.8 to,-3.1 m (spring tide) during the observation period, and
because a change in offshore water masses occurred. Salinities of >33 ppt were
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Figure 44. (a) minimum, (b) maximum and (c) mean salinity and (d)
salinity range in the South Channel for the October 1980 -

spring-tide period. Salinity intrusion length and
stratification are both less than on neap tide.
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Figure 44. (continued).
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Figure 45. (a) Salinity, temperature and sigma - t, and (b) speed and direction profiles at station 4-SB
during flood tide, during a period of very large tidal range. The stratification is small
and much of the observed variation in the speed and direction profiles is noise introduced by
surface and boat motion.
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Figure 46. Maximum (above) and minimum (below) salinity intrusion for spring tide, neap tide and "event
period" in October 1980; river flow 120 to 150 kcfs (3400 to 4250 m /s). Reduced maximum
salinity intrusion during the event period was caused by a wind-induced increase in
surface slope.
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Figure 47. October 1980 mean salinity at MLLW (below) and 12 m (above)
for neap and spring tide in the South Channel.
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Figure 48. Maximum (a) and mean salinity (b) in the South Channel
during the 1959 spring freshet, as taken from US Army
Engineers (1960). Salinity was entirely absent from the
system for several hours at the end of ebb.
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Figure 49. Acoustic Echo Sounding Profile of the Fraser River Estuary Salt Wedge.
Above, a) the situation early in the ebb; below, b) the situation late in the ebb.

The lower, continuous trace is the bottom, showing sand waves up to 3m in height.

The upper trace is the boat hull, and the intermediate trace is the interface

between the salt wedge and the overlying freshwater.
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Figure 50. Profiles of (a) current speed and (b) salinity in the Fraser River salt wedge.
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observed at the Clatsop Spit section (CRM-5.5) on June 19, whereas the salinityat the entrance section (RM-2) did not exceed 32 ppt the previous day. Forseveral hours at the end of ebb the salinity observed did not exceed 0.5 ppt atany station. Thus, no minimum salinity plot is necessary, and the salinity rangeand maximum salinity are identical (Figure 48a). The salinity data in Figures48a and b have been contoured using present day bathymetry. although control-ling depths at the entrance and in the navigation channel at that time were '1to 2 m shallower.

The June 1959 situation (Figures 48a and b) is notable for the very largesalinity range (as much as 33 ppt), for strong stratification, and for a very largehorizontal salinity gradient (up to 10 ppt/km). The strong gradients existbecause the salinity intrusion occurs as a salt wedge. The total absence offreshwater at the end of ebb can be attributed to the large tidal range; the saltwedge is mixed and advected totally out of the estuary. The strong stratification
is the result of the very large riverflow. There is undoubtedly a strong barocliniccirculation which allows strong flood intrusion of salt water despite the greatriverflow.

It is difficult, using the available, widely-spaced, non-synoptic salinity data,to to obtain a detailed image of the salinity intrusion into the estuary under salt
wedge conditions, because of the large spatial variability in 8as and 8a -A more
detailed, synoptic picture can be obtained using acoustic scattering off particles
trapped in regions of strong density gradients (as observed by an acoustic echosounder; Gardner et al. 1980). This method has not yet been used in the Colum-bia River Estuary, but the profiles presented in Figures 42 and 43 and in Section3.6 are sufficiently similar to those observed in the Fraser River Estuary, thatresults from that system (provided by R. Geyer, University of Washington), willbe used to illustrate the processes that are believed also to occur in the Colum-
bia River Estuary.

Figure 49a and b shows the Fraser River salt wedge near its maximumupriver extent during a period of moderate riverflow and strong tides. Figure49a shows a transect taken at the beginning of the surface ebb, with minimal orflood currents at the bottom. The "nose" of the wedge is nearly vertical and thedownstream increase in height of the wedge is evident. There is a stretch ofsome 4 km where a two-layer system is present. Figure 49b shows internalwaves and other events late in the ebb that act to break down the wedge. Thesalt wedge disappears during the ebb tide, more because is mixed into the over-lying water mass, than because it is advected out of the system. At the end ofebb, salinity intrusion is found only within a few km of the mouth.
The velocity and density profiles for a position some distance seaward of thehead of the wedge show strong shear and stratification (Figures 50a and b). Thebottom layer is nearly the same salinity as the water entering the estuary fromthe Straits of Georgia; the surface water is nearly fresh. The form of the velocityprofile shows the effects of the baroclinic pressure gradient, stratification andbottom boundary friction. The shear in the bottom layer is greatest very closeto the bed and decreases sharply with distance away from the bed. This is typi-cal of a weakly stratified boundary layer. The velocity increases from the surfacedown, because the barotropic (surface-slope-induced) and baroclinic (density-induced) pressure gradients act in the same direction and the baroclinic gra-dient increases with depth. This baroclinic flow meets the boundary layer flow atthe depth of the interface; the details of the velocity structure within this layerneed not concern us here. The very large shear that occurs at the interface canoccur only because of the strong stratification; turbulent momentum transfer isvery weak within the interface layer.
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Some caution must be exercised in extending observations from the Fraser
to the Columbia River Estuary. The Fraser River Estuary is a nearly-straight,
narrow channel, without the complications of large sand flats and channel net-
works. The salt wedge there occurs very consistently, but the occurrence of a
salt wedge in the Columbia River Estuary is more sporadic. Conditions for its
occurrence have not been precisely defined; but weak tides and strong runoff
favor the formation of a salt wedge. Observations in the Columbia River Estuary
also suggest that highly stratified conditions may not be present at all locations
downstream of the head of the wedges and that the water in the wedge is
significantly less saline than the water entering the estuary.

High and Variable River Flow
Salinity intrusion during high and variable flow conditions has been investi-

gated using data collected during a brief period of high riverflow in mid-June
1981 (Figure 4); the flow rose very quickly from '400 kcfs (11,330 rn 3 /s),
peaked at '560 kcfs (15,900 m3/s) on June 10 and 11, and then dropped back to

400 kcfs. The total duration of flow greater than '500 kcfs (14,130 m 3 /s) was
only four days. Comparison of the June 1981 data (Figures 51a to d) with the
June 1959 data (Figures 48a and b) reveals that a transient flow increase pro-
duces a very different salinity regime from a steady flow of the same magnitude.
The June 1981 situation is notable for the lack of stratification, because saline
bottom water was absent. One reason for the low salinity bottom water is the
occurrence of an offshore downwelling event on June 8; not only is salt water
pushed out of the estuary by the sharp increase in riverflow, but the T-S charac-
teristics are greatly altered. The time-series data (Figure 52) for stations off
Clatsop Spit show a marked increase in temperature ('3 deg C) which starts
June 8, '2-1/2 days before the peak flow. The great differences between the
June 1959 and June 1981 situations must, however, be caused by some factor in
addition to downwelling; SSOW was not present on June 18, 1959, and yet flood
salinities at Clatsop Spit exceeded 31 ppt. Nor is the difference in tidal range
the major factor; the neap tide in June 1981 would favor greater stratification,
not less.

It is believed that low salinities and minimal stratification during June 1981
were caused primarily by the transient response of the system to a change in
riverflow. Time series records show that salinities at mid-depth off Clatsop Spit
were sharply reduced on June 10, but for only about 24 hours (Figure 52). There
was a substantial decrease at Ft. Columbia for about 5 days. Thus salinities
returned to near normal (for a downwelling period) at Clatsop Spit while the flow
was still above 500 kcfs (14,130 m 3 /s) but remained depressed for a much
longer period near the surface and at upriver stations. We hypothesize that the
initial decrease of salinity at all depths is caused by an adjustment of surface
slope of the system at the onset of high flow. This adjustment is barotropic
(occurs at all depths) and pushes a large part of the saline water mass out of the
estuary in a short time (less than one day). There then occurs a baroclinic
adjustment (that is a function of depth) driven by the density structure that
brings salinity back into the deeper parts of the estuary near the entrance.
Salinities remain depressed near the surface and upriver because of the high
riverflow. After the baroclinic adjustment occurs, stratification is greatly
enhanced and -increased.

ax
If Figures 51a to d (June 1981) capture the system in the midst of an adjust-

ment to a change in external forcing, Figures 48a and b (June 1959) represent
the quasi-equilibrium state that would occur after this series of adjustments of
flow to runoff. Such an equilibrium was never reached in June 1951, because the
flow immediately dropped and the system remained out of adjustment with its
external forcing. Figure' 53 compares the mean salinity gradients for the June
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Figure 51. Minimum (a), maximum (b) and mean salinity (c), and salinity
range for the South Channel, during the 1981 spring freshet.
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Figure 51. (continued).
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Figure 52. Time series of (bottom to top) speed, direction, salinity and temperature at 7m at station
CM-1 (RM-5, North Channel) during the spring freshet period, 1981. Note the decreased
salinity on 6/10/81, at peak of freshet. Decreased salinities after 6/18/81 reflect absence
of upwelling (note warm temperatures), which also affects T-S characteristics from 6/9 to
6/14/81.
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Figure 53. Salinity at MLLW (below) and 12m (above) for high-flow

periods during June 1959 and June 1981.
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1959 and 1981 periods. It can be seen that the gradient is steeper, as much as'3.2 ppt/RM (and more variable in the vertical) in the 1959 equilibrium case.The gradient for the 1981 case (Figure 53) closely resembles that for much lowerflows, but shifted in the downriver direction (Figure 47). This further supportsthe idea that the June 1981 data represent the transient response of the system,previously in equilibrium with a smaller flow, to a much higher flow.
In summary, the initial response of the system to a sharp increase inriverflow is very different from the final equilibrium with the high flow. Althoughextreme, high-flow events are now much less frequent than prior to regulation ofthe flow by dams, the total absence of salt from the system for about half a tidalcycle is still possible, when strong riverflow coincides with strong tides.

3.5.5 Neap-to-Spring Transitions, River Flow and Tidal Range
The salinity intrusion under moderate riverflow (300-350 kcfs or 8500-9900m 3/s) has been discussed in the Chapter 3 of the Integration Report, salinitysections for moderate riverflow observed during June 1980 are included inAppendix E, and the mean salinity at MLLW and 12 m is shown in Figure 3b.Salinity intrusion lengths (Figure 54) and stratification are intermediatebetween those for low-flow periods (Section 3.5.3) and freshet periods (Section3.5.4). Figure 54, which shows neap and spring values of maximum and minimumsalinity intrusion length as functions of riverflow, has been prepared on the basisof limited data and reasonable assumptions about the assymptotic behavior ofthe system at very high and very low river flows. It summarizes the present

state of knowledge concerning neap-spring transitions.
At extremely low riverflow (Figure 54). the neap-spring transition that is soprominent in the present, low-flow season data would disappear, becauseriverflow is necessary for the occurrence of the stratification that makes thetransition possible. Salinity intrusion in this hypothetical situation would begreatest on spring tide, because of the greater tidal excursion. Increasing theriverflow would result in a situation where the system is highly stratified on neaptide, and relatively well-mixed on spring tide: this is the existing low-flow situa-tion, where salinity intrusion is greatest on neap tides. A further increase inriverflow would cause the estuary to be moderately to highly stratified under alltidal conditions, because the tidal mixing is insufficient, for all real tidal ranges,to bring about a well-mixed system. This is the present high-flow situation,which minimizes neap-spring differences in salinity intrusion length, becausemodest neap-spring changes in stratification more or less offset changes in tidalexcursion. At the highest riverflow, salinity intrusion would again be greatest onspring tide, because the system would be strongly stratified (probably a saltwedge) for all tidal ranges, and because the greater tidal excursion on springtides would bring the salt water further into the system. In summary, thepresent neap-spring transition, with its enhanced neap-tide salinity intrusion, issomething that can occur only within the range of riverflow defined approxi-mately in Figure 54. Were the bathymetry or tidal range to be altered, then therange of flows leading to a neap-spring transition would also be changed.

3.5 TRANSPORT PROCESSES
The transport of a conservative substance, such as salt, can be used as anindicator of the behavior of non-conservative substances, such as suspendedsediment or organisms, for which insufficient data are available to calculate

transports. Salt transport calculations also provide a means of testing the pred-iction (Section 1.2) that salt is maintained in the estuary, in the face of strongoutward flow by the tides working on the salinity gradient. We have therefore
used the extensive Aanderaa current meter salinity and velocity records to cal-culate salt transport at selected cross-sections.
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Figure 55. Mean flow of water through Clatsop Spit - Sand Island Section
in m/s during (a) high-flow season, and (b) low flow season.
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3.6.1 Transport at Clatsop Spit: The Seasonal Pattern

The Clatsop Spit-Sand Is. cross-section provided the entrance boundary
condition for the 1981 NOS study. As such, it was repeatedly and heavily instru-
mented. It is the only estuary cross-section at which more than a single current
meter mooring was routinely deployed. The densest sampling occurred in
August and September 1951, during which 4 stations were occupied. Results for
the spring season are based on two stations. The number of hours of usable data
for each meter for each season was shown in Figures 1la and b.

Mean Flow Properties

The tidal current characteristics at the Clatsop Spit-Sand Is. cross-section
were discussed in Section 3.2. The tidal flow varies in strength and phase by a
factor of about three (Figure 22b) and about one hr (Figure 22a), respectively,
from bottom to top, as a result of the influence of bottom friction and the den-
sity structure. The strongest tidal flow is at the surface in the middle of the
North Channel. Most of the tidal prism of the lower estuary, particularly the
mid-estuary sand flats, is filled from the North Channel side; this interpretation
is consistent with sedimentological results (Sherwood et al. 1984).

The mean flow is distributed differently in the cross-section than the tidal
flow (Figures 55a and b). Outward flow is concentrated at the surface in the
South Channel, where flows reach 0.4 m/s during the low-flow season and 0.5
m/s during the high-flow season. During the high-flow season there is also sub-
stantial (0.3 m/s) outflow at the surface of the North Channel. The outflow is
strongest in the South Channel, because the flow in the river channel upstream
of Altoona is diverted into the South Channel by a series of navigation structures
and sand islands. The outflow at the surface in the North Channel probably
reflects water transported in subsidiary channels across the sand flats from the
South to the North Channel, between RM-10 and RM-20.

One striking feature of Figures 55a and b is the weakness of the upstream
bottom flow during both seasons. The seasonal average net upstream flow does
not exceed '0.11 m/s anywhere in the section for either season; it is strongest
along the north side of the-North Channel, where it extends to the surface during
the low-flow season, but is absent in both seasons in the South Channel. Much of
the shear in the mean flow is presumably caused by frictional and stratification
effects, just as is the case with the tidal flow (Section 3.2); these vary in the
along-and cross-channel directions, according to the topography. The two-
dimensional, laterally-averaged model also showed net downstream flow at the
bottom in this reach in the South Channel (Hamilton 1984). It is probable that
the curvature of the channel near Jetty A is responsible for the inward flow
predominance on the north side. The inward flow is directed toward the north
side of the channel at Jetty A. The outward flow is directly primarily by the rela-
tively constricted channel topography of the North and South Channels.

Salt Transport - The Seasonal Picture

The forces maintaining the salt balance have been discussed in Section 1.2.
Figures Sa and b to 59a and b show the salinity distribution, the tidal advective
(or oscillatory) salt transport, the mean flow salt transport, and the total salt
transport (that is, the right hand side of Eq. (26), which, neglecting the tur-
bulent transport, is the sum of tidal and mean flow transport, the Stokes drift
transport, and two other small terms not shown individually) for the high and
low-flow seasons. The stratification and shear are somewhat greater in the
South Channel in both seasons, and the tidal currents are weaker. This does not
result in upstream bottom flow or inward salt transport, because of the very
large, net outward flow of water in the South Channel. The salinity is slightly
higher (Figures 56a and b) on the north side, which is consistent with the larger
net inflow there.
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Figure 56. Salinity distribution at the Clatsop Spit - Sand Island
Section in ppt during (a) high-flow season and (b) low-flow
season.
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Figure 57. Tidal advective salt transport in kg/mr2s through the Clatsop
Spit - Sand Island Section during (a) high-flow season, and
(b) low-flow season.
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Figure 58. Mean flow salt transport in kg/mr2s through the Clatsop Spit -
Sand Island Section during (a) high-flow season, and (b) low-
flow season.
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Figure 59. Total salt transport in kg/m2 s through the Clatsop Spit -
Sand Island Section during (a) high-flow season, and (b) low-
flow season.
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Inward salt transport occurs in a jet in the middle of the North Channel
(Figures 57a and b). The depth of the strongest transport is '3 to -5 m below
MLLW in the low-flow season and '5 to '6 m in the high-flow season. The strong-est tidal currents occur at the same lateral position, but at the surface. The
salt transport drops off at the surface because the surface salinity is low, partic-
ularly in the high-flow season. Outward salt transport by the mean flow occurs ina jet in the South Channel at a depth of '3 to -5 m in the high-flow season and"2 to -4 m in the low-flow season (Figures 58a and b). As with the tidal tran-sport in the North Channel, the outward transport in the South Channel occurs
at slightly greater depth during the high-flow season, because surface salinities
are lower then. Inward transport by the mean flow is strongest along the north
side during the low-flow season. Salt transport near the bottom is weak in allseasons.

The total salt transport by all processes (Figures 59a and b) is inward in the
North Channel and outward transport in the South Channel in both seasons.
There are at at least four important implications here. First, Figures 57a and bto 59a and b are a striking confirmation of the analysis of Section 1.2, which
argued that the salt balance was maintained (in the face of strong outward tran-sport of salt by the mean flow) by inward tidal transport of salt. The inward
transport by the mean flow is of secondary importance in maintaining this bal-ance.

Second, inward and outward salt transports are laterally separated. The
lateral separation is in part a function of the topography of this particular sec-tion, which is just seaward of the junction of the North and South Channels. A
section closer to the entrance might show a different lateral pattern, but Des-
demona Sands (upstream of the Clatsop Spit-Sand Is. Section) provides a partial
barrier to transport between channels. Net upstream transport should be found
at stations in the North Channel, and downstream transport at stations in theSouth Channel, for some distance upstream of Clatsop Spit. The observed
separation does not fit the lateral gravitational circulation mechanism proposed
by Fischer (1976). because Fischer's postulated mechanism did not include tidal
processes. Conservation of salt requires that the salt transported into the NorthChannel somehow reach the South Channel, so that it may return to the ocean.
The most probable mechanism for this process is the same channels that tran-sport water from South to North Channel across the mid-estuary flats, between
RM-10 and RM-20. Although they have a net water transport toward the NorthChannel, these channels are ideally situated to have a salt transport in the oppo-site direction. They run diagonally from low river mile in the North Channel to
high river mile in South Channel. They transport nearly-fresh water to the NorthChannel on ebb tide and relatively-saline water to the South Channel on flood.
The strength of the transport in these shallow channels may be augmented by
the phase difference in tidal forcing at the two ends. Stokes drift may also play
an important role in the transport of water and salt across the flats.

Third. the vertical separation of inward and outward transports is small.This suggests that vertical mixing, vertical tidal transport, and entrainment do
not have to lift a parcel of saline water very far while it is in the estuary.

Fourth, the seasonal differences are small. This is in part a result of the
flow pattern for 1981. There was a distinct freshet, but flow was unusually lowduring May and high during August, so that the average flow for the two seasons(as defined here) varies only by a factor of two. A larger seasonal contrast in
flow would cause larger seasonal changes in salt transport. Transports further
upstream show much stronger seasonal changes because, as discussed in Sec-tion 3.5, salinities upstream show much larger seasonal variations. We shall seebelow that seasonal changes are also minimized by the fact that the tidal andmean flow transports tend to fluctuate in opposite directions.
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Salt Transport at Clatsop Spit: Temporal Variations
The temporal variations in salt transport at Clatsop Spit have been exam-

ined by plotting time series of salt transport parameters for individual meters.
The picture that emerges is one of complex, compensating changes in different
parts of the cross-section. There is an increase of stratification on neap tides so
that the salinity is lower at the upper meters. There is also some redistribution
in the vertical of mean flow that is related to both changes in stratification and
Stokes drift. In general, the tidal monthly changes at most Clatsop Spit meters
were less dramatic than further up-estuary.

The longest continuous record for the Clatsop Spit-Sand Is. Section is for a
mid-depth (-6 to 8 m) meter at CM-1, for which 4 continuous deployments are
available during the high-flow season (Figure 60). The strongest tidal monthly
changes at Clatsop Spit were also found in this record. Figure 60 covers slightly
more than two tidal months and includes the 4981 spring freshet. The most
striking features are the increase in outward flow and decrease in average salin-
ity during the freshet and the regular neap-to-spring changes in salt transport
terms. The total salt transport is inward at all times despite the outward mean
flow, because this meter is located just below the center of the jet of inward tidal
transport. There is an increase in both tidal and mean flow salt transport during
the freshet period. The outward mean flow salt transport increases slightly with
increasing riverflow, but not in direct proportion to the flow. This occurs
because an increase in outflow is associated with a decrease in salinity. The
tidal transport at mid-depth increases as the riverflow increases and the flow
becomes more stratified. Figures 61a and b show salinity and temperature
profiles for periods corresponding to the end of the weaker ebb and the end of
the weaker flood for June 17 and 18. Salinity intrusion occurs on this occasion
as a salt wedge, with two definite layers and a more or less sharp interface. Sur-
face salinity remains essentially fresh during the entire 12 hour period; bottom
salinities vary only slightly. The striking feature of the profiles is the vertical
excursion of the interface between the two layers. The vertical excursion of this
interface during the tidal cycle is closely related to the upstream salt transport
by tidal processes, because the difference between flood and ebb salinities at
mid-depth is very large. As the interface moves up 'and down with the tide, there
is a large correlation between salinity and velocity and a correspondingly large
tidal advective salt transport.

With regard to tidal-monthly changes, the inward tidal transport increases
substantially with the increased stratification on neap tides, without a large
increase in average salinity. Small adjustments in both mean flow and salinity
also cause substantial neap-to-spring adjustments in mean flow salt transport.
These neap-to-spring changes in mean flow salt transport partially compensate
for the neap tide increases in tidal transport so that the total salt transport is
less variable during the tidal month than either term individually. There is a
slight tendency for a larger total inward salt transport at this station on a neap
tide, which is in part compensated at other meters at this section and which in
part contributes to the increase in average salinity during the neap at stations
further up the estuary.

In summary, large changes in mean flow and tidal-cycle-average salinity
during the spring season do not result in large changes in salt transport at the
Clatsop Spit-Sand Is. section, because the mean flow and the average salinity
change in opposite directions. The mean flow salt transport and the tidal salt
transport also tend to change in opposite directions during the neap to spring
cycle so that the total salt transport is more stable than the individual terms
contributing to it.

3.6.2 Salt Transport at Other Transects
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Figure 60. Time series of salt and water transport parameters at mid-
depth at CM-i (-RM-5, middle of North Channel), spring 1981. -

The time period includes the spring freshet (day -40);
however, tidal monthly changes dominate salt transport terms.

RNGE = tidal range TADV = mean flow salt
HBAR = low-passed tidal height transport
SBAR = low-passed salinity TSV = tidal oscillatory salt

transport
QBAR = mean flow TSTK = salt transport by
QSTK = stokes drift stokes drift
QNET = net drift iTNET = net salt transport
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Figure 61. Temperature (T), salinity (S), and sigma-t (D) profiles at (a) the end of weaker ebb, and
(b) the end of weaker flood.
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Salt Transport Near RM-2

T-he results of Hansen (1965a and b), Hughes (1968) and Hughes and Rattray
(1981) demonstrate that lateral flow variability is important near the entrance.
There appears to be an eddy north of the navigation channel, in the triangular
area between Jetty A and North Jetty. Probably there is little net transport of
either salt or water in this eddy. The 1975 current data discussed by Sternberg
et al. (1977) show that the most saline water enters the estuary through a deep
channel south of the navigational channel at the end of the jetties.

Calculations based on 10 tidal days of data for meters at depths of 7 and 14
m and 2 tidal days at 12 m depth at CM-2S (south side of the navigation channel,
RM-2) during October 1981 show that neap-to-spring variability is more impor-
tant at this station than at the Clatsop Spit-Sand Is. Section. During the weak
tides (<1.8 m) at the beginning of the deployment, upstream salt transport is
greatest at the deepest meter, and is primarily the result of mean upstream
bottom flow. Mean flow salt transport at the upper meter ('7 m. mid-depth) is
strongly outward early in the deployment and decreases as the tidal range
increases and shear decreases. The level of strongest inward salt transport
shifts toward the surface during the period, as the gravitational circulation
becomes less important and tidal and the Stokes drift transports becomes
larger. This is the only cross-section where Stokes drift transports larger than
1 Kg have been observed; they may reach 2 kg at the surface. This is also the
In 2S m s

only station below the Astoria-Megler Bridge where salt transport by the mean
flow is of major importance during the neap tide. This is consistent with the very
strong horizontal salinity gradients found here during some stages of the tide
(Section 3.5) on neap tides.

Salt Transport at Astoria (~RM-15)

Station CM-9 was one of the two highest priority stations during the 1981
NOS sampling. Extensive records are available for mid-depth meters, but
results are spotty for near-surface and near-bottom meters. Figure 62 shows
the salt transport parameters for a 110 tidal day period from May 5 to August
31, 1981 for successive deployments of meters at '5 to -7 m below MLLW. Mean
flow ranges from more than 0.4 m/s in the downstream direction to near zero
ppt late in the record. Significant upstream flow never occurs, and the net
downstream flow is small only after two neap tides late in the record. Salinities
range from near zero ppt for 20 days during the freshet to -13 ppt just after a
neap tide in August.

Salt transports early in the record are small and variable. Salinity and salt
transport terms vanish during the June 1981 freshet period. The post-freshet
period is the most interesting. As at Clatsop Spit, there is a tendency (with
important exceptions) for changes in the mean and the tidal salt transports to
compensate one another, but the salt transports are greatest on spring rather
than neap tides. The net salt transport is small and slightly inward, until the
last 20 days of the record, during which two interesting events occur, following
two neap tides. These two events are similar to that observed in detail during the
October 1980 CREDDP cruise and are believed to have occurred on several other
neap tides in 1960. At or after the period of minimum tidal range, the salinities
increase dramatically (in one case in Figure 62, from '4 to f13 ppt). This
increase is accompanied by a sharp decrease in downstream mean flow salt
transport and and a resulting strong, upstream total salt transport. The near-
bottom salinity may increase by as much as 15 ppt. Near-surface meters show
very little change in salinity; thus, the stratification is greatly increased.

These events have been interpreted in Section 3.5 as instances in which the
system undergoes a transition from a partially-mixed to a highly-stratified con-
dition. This neap-spring transition is a function of the decrease in tidal energy
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Figure 62. Time series of salt and water transport parameters at mid-
depth at CM-9 (-RM-15, off Astoria, in the South Channel),
spring and summer 1981. The salinity is -0 ppt. for -20
days during the spring freshet (days 32 to 52). There is
an increase in salinity after each neap tide; apparently
only the last two neap tides resulted in formation of a
salt wedge and dramatically increased salinity intrusion
and salt transport. Symbols are as in Figure 60
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Table 9. Seasonal cycle of Mean Water Level (MWL) at Tongue Pt.

1980-81 1980-81, Corrected
1960-78 Observed 1980-81 Corrected for IBE for IBE and flow cycle

Average,m Averagem Std.dev.,m Averagem Std.dev.,m Averagem Std.dev.,m

Jan. 1.47 1.47 .17 1.46 .11 1.34 .11

Feb. 1.43 1.45 .15 1.43 .11 1.35 .11

Mar. 1.39 1.34 .14 1.34 .10 1.36 .09

Apr. 1.33 1.29 .09 1.31 .06 1.30 .07

May 1.31 1.28 .08 1.29 .07 1.31 .07

Jun. 1.34 1.33 .10 1.34 .09 1.30 .08

July 1.28 1.18 .06 1.20 .05 1.34 .05

Aug. 1.22 1.19 .05 1.18 .03 1.28 .03

Sep. 1.22 1.22 .07 1.22 .06 1.31 .05

Oct. 1.28 1.27 .14 1.27 .09 1.31 .09

Nov. 1.38 1.41 .19 1.40 .12 1.33 .11

Dec. 1.48 1.53 .18 1.53 .11 1.42 .11

Mean 1.337 1.327 0.166 1.328 0.134 1.330 .092

tHeights are in m, relative to MLLW (1960-78 epoch), which is 0.713 above gauge datum.

Data for the 1960-78 period are from NOS.



for mixing on the weaker tides. Note that each of the last four neap tides isaccompanied by an increase in salinity, which is amplified as the riverflow andtidal range decrease. Only the last two have major effects on transportprocesses, presumably because the other events are too weak to cause largechanges in stratification. It appears that neap-spring transitions and the result-ing strong salinity intrusion events are somewhat sporadic. Figure 62 suggestthat the transition does not occur if the riverflow or the tidal energy is too high,but necessary and sufficient conditions have not yet been defined.
The timing of the maximum salinity relative to the neap tide is also quiteinteresting. The maxima in Figure 62 all occur a few days after the neap, as thetidal energy level increases. Jay (1952) also found a tendency for the maximumsalinity to occur a day or two later at the upstream end of the estuary than atthe Astoria-Megler Bridge. W.R. Geyer (personal communication) has found thatthe Fraser River salt wedge intrudes further upriver as the tidal rangeincreases. Apparently the salt wedge in the Columbia River Estuary continues tomove upstream as the tidal excursion increases after the minimum tidal range,until the mixing is intense enough that a salt wedge can not be maintained. Thepattern of sills and holes above the Astoria-Megler Bridge, the diurnal inequality,the rate at which the tidal range increases, and the riverflow all probablyinfluence the non-linear transition between highly-stratified and partially-mixedconditions. This complex transition remains poorly understood.
In summary, the monthly variation in tidal energy is the primary factorgoverning salt transport processes above the Astoria-Megler Bridge. during thelow-flow season. These processes are confined to the deeper part of the naviga-tion channel and probably have little effect on shallower parts of the estuary.The details of neap-to-spring changes remain poorly understood.

3.7 RESIDUAL FLOW PROCESSES
It was argued in Section 1.3 that the residual (or low-frequency) circulationis driven by the tides, riverflow, salinity (density structure), and winds and pres-sure (atmospheric forcing). The purpose of this section is to describe statisti-cally the system's barotropic response to this low-frequency forcing. Atmos-pheric forcing is found, through examination of the statistical relationshipbetween the forcing and the estuarine response (tidal heights, surface slopesand residual currents), to be of less importance than the other factors in deter-mining the barotropic residual circulation (that part of the residual circulationdriven by the surface slope).

3.7.1 Seasonal Cycles
The statistical calculations reported below required removal of the seasonalsignal from all variables, as described in Section 2.5. This seasonal signal, how-ever, also contains useful information. The seasonal cycle of MWL (mean waterlevel) is indicative of processes occurring within the estuary and in the adjacentcoastal ocean (Section 1.3). The long-term seasonal properties of mean waterlevel (MWL) at Tongue Pt. are compared with those for the 1980-81 periods inTable 9. It can be seen that maximum MWL occurs in December and is some 25cm (1960-78 average) to 35 cm (1980-81 average) higher than that in August.The standard deviation of MWL for the winter months is also 2 to 3 times as greatas b th son the summer months. A part of the MWL variance at Astoria is causedby the seasonal variation in atmospheric pressureM the adjustment of MWL forIBE reduces the variance by about 35%, without affecting the the magnitude ofthe annual cycle for 1980-81.
Removal of the seasonal riverflow signal from the annual MWL cycle reducesits magnitude (1980-81 average) from -35 cm to '14 cm. a seasonal cycle some-what smaller than the cycle ("120 cm) due to coastal and oceanic effects, as
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Table 10. Seasonal cycle of riverflow 1969-82 and 1980-81.

Riverflow Riverflow 1980-81
1969-82 3 S v 3 ls x

Average, m3/s x 103 Average, m /s x 10 Std.dev., m

Jan. 9.17 8.61 2.41

Feb. 8.31 7.10 1.84

Mar. 8.45 6.09 0.84

Apr. 8.29 6.57 1.06

May 10.03 8.39 1.34

Jun. 10.53 10.43 2.13

Jul. 6.87 6.12 1.40

Aug. 4.65 4.45 0.84

Sep. 4.07 3.77 0.38

Oct. 4.33 4.16 0.68

Nov. 5.97 5.34 0.96

Dec. 8.80 10.45 2.97

Mean 7.46 6.76 2.68
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determined by Hickey and Pola (1983) from 25 years of data. This remaining -14
cm seasonal cycle in adjusted MWL is presumably accounted for by oceanic
processes; the upwelling/downwelling cycle, seasonal changes in alongshore
pressure gradient, seasonal changes in deep ocean currents, and coastal steric
effects (Section 1.3).

The tidal-fluvial model discussed in Section 3.3 predicts a long-term mean
seasonal sea level cycle at Tongue Pt. of -8 to 9 cm, without coastal effects. The
sum of the effects predicted by this model and the predicted offshore effects
('20 cm) is '29 cm, slightly larger than the observed 25 cm. This suggests that
steric effects (not included in the calculations of Hickey and Pola 1983) caused
by the plume can not be of major importance.

Removal of both IBE and seasonal runoff effects reduces the MWL variance
to about 30% of the value for the uncorrected MWL (Table 9). The remaining
variance is presumably caused by short terri atmospheric and riverflow effects;
it is these short term effects that we investigate below. Table 9 shows that, even
after the removal of seasonal effects, the variance in MWL is highest in the
winter, with a secondary peak in.June. Comparison with Tables 10 and 11a and b
suggests strongly that this variance cycle can be explained by the seasonal vari-
ance cycles of riverflow and atmospheric parameters.

The seasonal cycle of riverflow is shown in Table 10 and in Figures 4 and 30.
It is evident (Table 10) that the years 1980 and 1981 were somewhat dryer than
the long-term (1969 to 1962) average. The riverflow deficit was greatest in
February to May; the June freshet period was about average and the December
freshet period was wetter than the long-term average. The variance in river flow
is greatest in December and January. Winter freshets do not occur every year;
when they do, they are brief and intense. The variance in May is not particularly
large; it is a month of relatively reliable, high flow. June variance is higher,
because major spring freshets do not occur every year, but when they do, they
occur in June.

Both available sets of wind data were used in compiling Table 11a and b,
because of uncertainties as to which set of wind data was most closely related to
circulation in the estuary (Section 2.5). The seasonal wind and pressure cycles
that drive the continental shelf circulation and that contribute to the MWL cycle
are clearly seen. It can also be seen in Table 11a and b that the calculated geos-
trophic winds, are much stronger than the observed Newport winds. In this
regard, it is most useful to compare wind stress statistics. Means and standard
deviations of both components of the geostrophic winds are 2.6 to 3.9 times as
large, but the seasonal pattern of means and standard deviations are quite simi-
lar. The mean and standard deviations of the alongshore wind stress are two to
three times as strong as the onshore component in both data sets. Average
winds are directed north in the winter and south in the summer. Winds are
somewhat offshore in the mean during some of the winter months. Strong winds
are always, at Newport, and almost always in the geostrophic winds, directed to
the north and east. It is certain that the Newport winds do not adequately
represent the drainage winds down the Columbia Gorge from the interior during
the winter. These are somewhat better represented in the geostrophic winds.

The Newport winds and the geostrophic winds were compared to each other
and to available estuary observations to determine how closely related the vari-
ous wind data were. All winds were low-passed to remove signals at daily and
higher frequencies. Table 12 shows correlation coefficients between the wind
components from the various sources. Newport winds compared very favorably
in both u and v-components with the winds at Desdemona Sands at about RM-13.
The v-component at the data buoy (offshore at the former position of the Colum-
bia River lightship) was' related to both u and v-components at Newport. The
onshore u-component at the data buoy was not related to either component at
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Table lla. Seasonal cycles of atmospheric parameters. Ceostrophic winds 1980-81 (46-N 124-W).

w.indstress. u windstress, v

pressure, wind wind overage std. dev. f of obe. I of obas average ntd. dev. f of obs. I of obs.

=ber u, ./. v. /- newton/.
2

newton/r
2 >.4 newton/r

2 <-.4 neton/
2

e /
2 newton/rn

2 >.4 newton/r
2 <-.4 newton/I

2

Jan. 1015.9 -2.67 5.64 -. 049 .094 2 0 .132 .198 17 0

Feb. 1015.2 -0.65 5.91 -. 003 .091 1 0 .108 .129 9 6

Mar. 1017.4 2.17 0.20 .028 .069 1 0 .007 .079 1 0

Apr. 1018.1 2.52 0.19 .033 .053 0 0 .003 .063 0 0

Kay 1017.5 2.43 -3.31 .024 .027 0 0 -. 038 .048 0 0

Jun. 1018.9 2.28 -2.69 .021 .028 0 0 -. 033 .052 0 0

July 1018.8 1.38 -5.77 .014 .027 0 0 .066 .040 0 0

Aug. 1016.3 1.16 -4.61 .011 .022 0 0 -. 048 .041 0 0

0 Sep. 1016.8 0.82 -0.75 .008 .038 0 0 -. 002 .052 0 0

Oct. 1017.2 -0.24 2.14 -. 003 .054 0 0 .044 .109 4 0

Nov. 1016.7 1.20 5.89 .024 .085 0 0 .103 .117 6 1

Dec. 1016.6 0.92 6.03 .014 .087 0 0 .119 .161 13 1

Mean 1017.14 0.96 0.68 .0104 .065 4 0 .0263 .123 49 8

tCslculated by NHFS fro= 6-hourly data. High-frequency fluctuations removed with a lanezos low-passed filter with half-power point at (32 houra)-l.



Table l1b. Seasonal cycles of atmospheric parstter., Newport. OR winds 1980-81 (44- 40'N 124-04'W)

windscss. u wlndatress v

pressure, wind wind average 2 std. dev2 1 of ohs. 2 I of obs. 2 average 2 std. dev, Y of obs. 2 bof os. 2

bat u rn/s y!~ n son/o. newton/rn ..2 newton/el (.-.2 newton/rn newton/rn newton/f
2

>.2 newton/rn -<2.2 new.o./Il

Jsn. _ -1.57 -0.43 -.007 .040 0 0 .022 .049 2 0

Feb. - -1.30 1.42 -. 007 .022 
0 .024 .062 8 0

iar. - 1.02 0.64 .011 .026 0 0 .OOR .088 
0 O

Apr. - 1.25 0.48 .013 .028 0 0 .008 .043 0 0

May - 1.17 -0.58 .006 .010 0 
-. 004 .022 0 0

Jun. - 1.02 -0.46 .007 .013 0 J -.004 .026 0 0

July - 0.98 -2.41 .008 - .014 0 
-. 020- .033 0

Aug. - 0.90 -0.98 .005 .008 0 0 -.007 .019 0 0

Sep. - 0.15 0.36 .001 .005 0 .004 .024 0 O

Oct. - -0.56 0.47 -.003 .013 0 0 .010 .042 

Nov. - -0.73 1.96 -.001 .024 0 0 .025 .053 0

Dec. - -0.42 1.93 .003 .0a1 
0 .034 .081 13 0

Mean _ 0.17 0.20 .0030 .023 1 0 .00b7 .047 0



Table 12. Maximum correlations and lags between wind data from various sources 1

Desdemona
Data Buoy Winds Newport, OR Winds Sands Winds
46011'N 124011'W 44040'N 124°04'W 46012'N 123052'W

u , v u , v u . v

Geostrophic u .50/1 .65/0 .57/0 .63/-1 .65/-i .85/-2

Winds, v 17/0 .71/0 -.30/-1 .48/1 .40/-2 .52/0

Newport u -. 17/2 -. 82/0 .71/-i .31/-2

Winds, v .245/2 .83/0 .25/1 .82/-1

Results presented as correlation between variable in left-hand column and variable in top row, at lag
indicated: corr/lag.



Newport. Lags for maximum correlations were small in all cases. The geos-
trophic winds (Table 12) were substantially better related to data buoy onshore
winds and slightly less related to alongshore winds than were the Newport winds,
and geostrophic winds were less related to both components of the Desdemona
Sands winds. Local winds could not be tested against each other, because the
observations were not from the same time period: it appears, however, that
there are substantial differences between the winds at the data buoy and at Des-
demona Sands.

The geostrophic and Newport winds were fairly well correlated with each
other in both components. In all cases with the geostrophic winds and in all but
one case with the Newport winds, off-diagonal correlations sometimes exceeded
the diagonal correlations. That is, the u-component at one station was more
closely related to the v-component at another station, than to the u-component
at that station. This suggests that the wind direction changes as it encounters
the coast.

In summary, the Newport winds are a better representation of winds in the
estuary than the geostrophic winds. The geostrophic winds are a slightly better
representation of the winds over the continental shelf, primarily because the
Newport winds are so poorly related to the onshore component at the mouth of
Columbia River. Which wind data should be used in statistical calculations
depends on the relative importance of local (over the estuary) and large-scale
forcing .

3.7.2 Tests of Hypotheses
The 0(i) vertically-integrated force balance in an estuary expresses the

relationship between acceleration of the flow, surface slope (barotropic forcing),
bottom stress, and surface wind stress. The statistical properties of the surface
slope are, therefore, a good indication of the causes of the barotropic part of the
residual flow. Tidal heights are examined, because of the importance of sea level
height to other estuarine parameters and because there is broad knowledge in
the oceanographic literature of the behavior of tidal heights. We can not expect,
with this simple approach, to evaluate the importance of the baroclinic forcing
in residual flow processes. The hypotheses we test are therefore related to the
barotropic part of the estuarine circulation. The hypotheses are:

o Atmospheric effects dominate the barotropic part of the residual circula-
tion.

o Local atmospheric forcing is more important than continental-shelf-scale
atmospheric forcing in the barotropic residual circulation.

Tables 13a and b show the correlations between tidal height and surface
slope and various forcing functions, and Table 14 shows the percent of the vari-
ance of height and slope observations attributable to deviation from the mean of
each forcing variable (as determined by a linear regression model with zero
time lag between all variables). The correlations in Table 13a between height and
tidal range are greatest at Wauna, but there is a very strong pattern of correla-
tion between height and tidal range at all stations and all lags. Heights are
greatest at all stations except Jetty A slightly after (three to six lags) the time of
maximum tidal range. One lag in all calculations is six hours, so that the max-
imum tidal height occurs about one day after the tides of greatest range. The
lowest tidal heights occur (with one exception) about one quarter of a tidal
month (25 to 31 lags) before or after the time of greatest range. The temporal
structure of the correlations leaves little doubt as to the causal nature of the
connection between height and tidal range. The relationship between slope and
tidal range is also strong (and greatest in the estuary proper). Figure 63a shows
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Table 13a. Maxium correlation and lags between height and various forcing functionst

Heights

Bakun Bakun Newport Newport
Tidal Range* River Flog Pressure s-wind stress y-wind stress -twind stress y-wind stress

f of _ _ _ _ _ _

Station Observations Period corr. lag corr. laRg orr. lag t. n lag corr. lag corr. lag corr. lag

-. 256 4
Jetty A 760 5/80 to 11/80 +.309 37 .210 -I -.418 5 +.393 1 .352 5 -. 156 7 .506 0

Jetty A 860 5/81 to 12/81 -.143 -31 .131 -8 -.387 5 +.239 -2 .500 0 .144 -7 .476 3

-. 331 -27
Tongue Pt. 2800 1/80 to 12/81 +.290 4 .429 -8 -.356 7 .400 -I .407 4 .16 -2 .480 0

Ln -.527 -28
J W.auna 1200 1/81 to 11/81 .512 3 .597 0 -.244 12 +.323 0 .330 5 -.1 -14 -.146 +3

.224 -25
Columbla City 1880 8/80 to 11/81 .126 6 .862 1 -.212 16 .296 16 .16 18 not calculated

Seasonal signal and tidal period signal removed from all parameters.

Inverse barometer effect and seasonal effect removed.

1 l ag is 6 hours. Positive (negative) laga indicate that the forcing function leads (lags) height or slope.



Table 13b. ,ai.a..m correlation and lage between river elope and various forcing functions

Slopes 
Bakun bakun Newport Newport

Tidal Range* River Flog Pressure s-wind stress -wind stress x-wind stress y-wind stress

Reach Observat lolns Period cort, lag corr, lag corr. a g cor,. lag corr. lag corr. lag _orr. lag

- .500 -29

Tongue Pt. .7 88 I .1 I 39 - 9 - 20 -

I-, -Jetty A 760 5/80 to 11/80 .542 33 .147 -23 .111 -3 .11 1 -. 319 -2 .329 -1 .230 _4

.3 
_.499 -29

TogePt. 
.678 1 .34 7 -29

-Jetty A 850 5/81 to 12/81 -. 489 32 .2741 6 .219 -27 .17 0 .18 -2 .16 -30 .13 -3

.376 -30

Wauna 
.387 I

-Tngue Pt. 1200 1/81 tO 11/81 -3247 31 .699 1 .12 -2 .17 13 .14 14 not calculated

Colombi City 
1 2 9 ntLJ.~~

-W.u.a 1200 1/81 to 11/81 -.105 .16 -.949 2 -. 16 18 .19 16 .223 29 not calculated

tSeasonal signal and tidal period sigoal re.oved from all parameters.

I lag is 6 hours. Positive (negat i e) lgs id irIatL Ithat the for ing function leads (lags) height or slope.



Table 14. Percent of variance in low-passed heights and slopes accounted for by
forcing functions, as determined by regression analysist

Forcing Variable

# of Tidal River
Station Period Observations Range Flow x-stress* v-stress* Pressure Total

Tidal Height

Jetty A 5/81-12/81 870 - - 3.7 23.0 3.4 31.2

Tongue Pt. 1/80-12/81 2800 7.4 16.2 16.1 12.7 - 51.1

Wauna 2/81-11/81 1200 25.0 37.2 4.5 2.8 _ 69.8

Columbia City 8/80-11/81 1880 5.6 73.9 - - _ 80.3

Slope

Tongue Pt.-
Jetty A 5/81-12/81 860 51.3 5.2 2.7 2.3 - 61.8

Wauna-
Tongue Pt. 2/81-11/81 1200 19.4 47.4 2.1 - 2.2 71.2

Columbia City-
Wauna 2/81-11/81 1200 - 88.0 - - - 89.3

tAll variables low-passed to remove tidal variations and decimated to 6-hour intervals. Regression
performed with zero time lag between forcing and tidal height (or slope). Variables accounting for
less than 1% of the variance omitted.
Geostrophic winds only used in the regression analysis.



Figure 63. Power spectrum of (a) low-passed Wauna - Tongue Pt. slope,
and (b) low-passed Tongue Pt. tidal range. Daily tides and
seasonal trends have been removed from both (a) and (b);
river flow effects have been removed from (a). Dots indicate
95% confidence intervals.
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the spectrum of Wauna-Tongue Pt. slope (after removal of daily tides, seasonal
trend and river flow effect). The dominant periodicities are the same ('15 and
-28 days) as seen in the Tongue Pt. tidal range (Figure 63b).

The correlation with riverflow increases upriver in both the heights and
slopes. This correlation is also very broadly based in time, but the response is
not necessarily in phase with the forcing. The response to riverflow is very much
weaker below than above Tongue Pt., as predicted by the model of Section 3.3.

The regression results for tidal range and riverflow (Table 14) are very simi-
lar to the correlation results in Tables 13a and b. The importance of tidal range
is greatest at Wauna (in the heights) and in the estuary (in the slopes). The
importance of riverflow grows upriver for both heights and slopes. The highly
organized time structure of the correlation between height and slope and these
forcing functions means that the regression model is quite successful, even
though zero lag, rather than the optimum lag, was used in all cases in the
regression model.

The tidal and riverflow forcing are important in both the tidal heights and
slopes; we can therefore expect the barotropic part of the residual flow to
respond very strongly to these forcing functions. A very different situation per-
tains with the atmospheric forcing, where the response of the tidal heights to
atmospheric forcing is much stronger than that of the slopes. That tidal height
is correlated with pressure, even after the removal of IBE, means that the
response of coastal sea level to pressure is somewhat greater than that
predicted by the IBE (as found also by Chelton and Davis 1982 and other work-
ers). This response decreases upriver. The response of the slope to pressure
does not show the same systematic structure in space and time as the response
of the slope to riverine and tidal forcing.

The response to wind stress is also dependent on the wind data used. Both
the Newport and the geostrophic wind data suggest that the tidal heights at the
entrance respond most strongly to the alongshore wind stress (Table 13a); that
is, that coastal Ekman dynamics govern the response of the tidal heights in the
lower estuary. The geostrophic wind data also show a substantial response of
the tidal heights to the onshore component of the wind. This response is
greatest at Tongue Pt. and presumably is the result of local sea surface setup in
the estuary.

The response of the slopes in Tables 13a and b and 14 to atmospheric forc-
ing is smaller in magnitude and temporally less well-organized than the
response of the tidal heights to the same forcing. There is some indication in
Tables 13a and b that both the coastal upwelling and downwelling cycle and local
setup of water inside the estuary (by the onshore component of the wind stress)
are of some importance in the lower estuary. On the whole, atmospheric forcing
plays a less prominent role in determining residual slope (and, therefore, baro-
tropically driven flows) than tidal heights; that is, the barotropic residual circu-
lation is dominated by tidal and riverflow forcing. Our first hypothesis, that
atmospheric processes dominate the residual flow, is thus disproved. The
second hypothesis, that coastal-scale forcing is more important than local forc-
ing, can not be proven or disproved; it appears that they are of about equal
(though minor) importance inside the estuary.

There are some qualifications that must be included with the statement
that the barotropic residual circulation is dominated by tides and riverflow.
First, most of the tidal height and slope records are incomplete and include
more summer than winter data; atmospheric forcing is most important in
winter. The atmospheric response is greatest at Tongue Pt., where data for two
complete years are available. The fall of 1981 was, however, quite stormy, and
storm effects are well-represented in the 1981 data. Second, it is possible that
wind data from a different station would yield better results. Nonetheless, the
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qualitative examination of time-series data further demonstrates the dominance
of riverine and tidal forcing.

It is reasonable to pose the question as to how the atmospheric forcing can
be important in the heights and not the slopes -- conservation of mass requires
that flows be associated with the changes in estuary surface level. The point is
that these flows are too small to dominate the residual circulation. This is in
marked contrast to systems such as Chesapeake Bay, where the atmospheric
processes dominate residual flows (Elliot and Wang 1977). Consider the 0.5 m
increase in sea level of a large storm between November 10 and 14, 1981. This
was the sharpest such event of the 1979-B1 period. This 50 cm change is about
half the amplitude of the M2 tide but occurred over about eight tidal cycles. The
volume exchange during a tidal cycle was therefore only '1/16 of that associ-
ated with M2 tide. A similar effect (in terms of volume of water transported)
would be achieved by a riverflow change of 30-35 kcfs (about 900-1000 m3/s),
according to Table 5a. Changes in riverflow of that magnitude are hard to detect
in the Tongue Pt.-Jetty A slope. The relatively large effect of the onshore com-
ponent of the wind on surface slope is primarily a result, then, not of sea-level
changes but of redistribution of water in the estuary.

Another way of considering the difference between the response of the slope
and the response of currents is in terms of the wave speed of a surface slope
(barotropic) adjustment. Consider an impulsive change in sea level at the
mouth of the estuary. The surIface slope adjustment to this change in sea level

will move upstream at c=(gd) 2 , the shallow water wave phase speed. Using the
tidal model results as typical, the phase difference for the M2 tide between Jetty
A and Tongue Pt. is only '20 deg in phase or '40 minutes. From the point of
view of low passed heights or slopes, (filtered and decimated to six-hour inter-
vals), and relative to the several day period of most atmospheric disturbances,
this adjustment occurs essentially instantaneously. Thus the flows associated
with changes in sea level are small, and the changes are felt nearly simultane-
ously throughout the system.

159



4. SUMMARY AND RECOMMENDATIONS

4.1 SUMMARY OF PRESENT KNOWLEDGE

CREDDP circulatory studies were carried out in six areas: theory of estua-

rine circulation, tidal processes, system energetics, density (i.e. salinity) distri-

bution, salt transport, and low-frequency flow processes.

The major theoretical results are the definition of modes of estuarine circu-

lation and an analysis of the forces maintaining the salinity distribution. The

circulation modes are defined by application of a scaling analysis and perturba-

tion expansion. This analysis separates the primary 0(i) tidal circulatory

processes, from the secondary, modifying features. The primary tidal circula-

tion occurs at diurnal and semidiurnal frequencies and constitutes the first

estuarine circulation mode. It is driven both by the surface slope and the time-

varying density distribution. The secondary 0(t) circulation modifies the pri-

mary tidal circulation. It can be divided into three modes that occur at

different frequencies: the tidal overtones (that occur at frequencies higher than

semidiurnal and are produced by the distortion of the tidal wave as it move

upriver), the secondary tidal circulation (at diurnal and semidiurnal frequen-

cies), and the residual (or time-averaged) circulation, which varies during the

tidal month and seasonally. The residual circulation is driven by the riverflow.

the salinity distribution, tidal energy transferred from the primary tidal circula-

tion, and, to a lesser extent, atmospheric effects.

With regard to the tidal circulation, data analysis and model results show

that:

* Tidal range decreases rapidly in the upriver direction on the tides of higher

range; that is, an increase in tidal range at the mouth results in a less than

proportional increase upriver. Conversely, tidal range drops off slowly with

river mile on tides of lesser range. This occurs because the dissipation of

tidal energy varies with the cube of the tidal range, but the tidal energy flux

into the estuary varies approximately with the square of the tidal range.

* There is more energy available for mixing on the ebb than on the flood,

because of the strength of the riverflow. The greater mixing on ebb and the

effects of salinity intrusion combine to make the vertical structure of the

ebb currents very different than that of flood currents; this is the ebb-flood

asymmetry. The vertical distribution of the mean flow is determined by the

differences between the ebb and flood flows. The large shear on ebb, the

greater vertical uniformity of the flood flow and the horizontal salinity gra-

dient combine to generate net upstream bottom currents in the lower estu-

ary.

* The vertical structure of the currents is also strongly influenced by along-

channel changes in depth and width. Net upstream bottom flow associated

with reaches of strong horizontal salinity gradients is often not continuous

from the entrance to the upstream limits of salinity intrusion. Its con-

tinuity is often interrupted by pockets of net downstream bottom flow

caused by interaction of the flow with topographic features. This suggests

that the -estuarine turbidity maximum, which is dependent upon the

upstream bottom flow, may form preferentially in certain parts of the estu-

ary and may be spatially discontinuous.

* Tidal transports and tidal velocities are greater in the North Channel than in

the South Channel. Most of the tidal prism of the lower estuary is filled by

the flow in the North Channel.
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o Freshets reduce the tidal range and greatly increase the river stage aboveRM-20. because the riverflow increases the friction. Tides and stage belowTongue Pt. are much less affected by such changes in riverflow.

o Energy budget calculations based on the tidal model show that the tidalenergy entering the mouth of the estuary from the ocean is the dominantsource of energy for circulatory processes in the estuary proper (belowabout RM-18). The energy budget for this reach is essentially tidal energyflux in, dissipation out. The dominant source of energy in the river is fluvialpotential energy, and the energy budget for this part of the system is fluvialpotential energy flux in, dissipation out. Most of this energy is dissipatedabove RM-30 so that below RM-18, energy from the riverflow is less impor-tant than tidal energy under all riverflow conditions. Both tidal and fluvialenergy inputs must be considered in the area of minimum energy betweenabout RM-18 and RM-30 that corresponds to the islands and other deposi-tional features of Cathlamet Bay. Much more energy is available for circula-tion and sediment transport in the fluvial part of river during the largerfloods (e.g. 1894 and 1948) than is ever supplied to the estuary proper byany tidal condition.
Use of the perturbation expansion to define salinity distribution modes pro-vides important insight into the factors that govern salinity intrusion into theestuary. The analysis indicates that the salinity distribution is maintained pri-marily by the tidal currents (including the density-driven part thereof) workingon the salinity gradient, not by the mean upstream bottom flow. Salt must betransported vertically as well as horizontally, if the salinity distribution is to bemaintained. It appears that mixing and tidal transport, rather than entrain-ment, are primarily responsible for this vertical transport, but details of verticalsalt transport remain unclear.
During periods of low riverflow there is a neap-to-spring transition thatchanges the density structure from well or partially-mixed (spring tide) tohighly stratified (neap tide). This transition is less prominent under high-flowconditions. The transition may be abrupt because of the interaction of verticalmixing and stratification; increased stratification during periods of decreasingtidal range before the neap tide inhibits mixing which, in turn, allows furtherincreases in stratification. The process is reversed as tidal range increases afterthe neap. Salinity intrusion length is greatest under low-flow, neap tide condi-tions, because the stratification allows upstream movement without significantmixing with overlying river water. Salt has been observed in this study topenetrate beyond RM-25, but salinity intrusion probably extends to about RM-30several times per year. At the end of ebb on an extreme high-flow spring tide,no salt is found anywhere upriver of RM-2.

The high-flow (t310 kcfs or 8,800 mV/s) and low-flow ('155 kcfs or 4,400m3/s) seasonal mean, minimum, and maximum salinity distributions have beendefined for North and South Channels. These seasonal distributions should beuseful in understanding biological processes having seasonal time scales, butaveraging obscures physical processes which are better understood in terms ofthe actual states of the system. The seasonal averages suggest that salinityintrusion into the North Channel is somewhat greater than that into the SouthChannel under high-flow conditions, because of the stronger riverflow in theSouth Channel. The difference is less pronounced under low-flow conditions.
Salinity intrusion into peripheral bays is not well defined except in Bakerand Youngs Bays. The salinity intrusion into Grays and Cathlamet Bays isinherently hard to predict, because these bays are adjacent to the main chan-nels near the upstream limits of salinity intrusion. Whether intrusion occurs inthese bays depends on the salinity in the main channel at the sill depth of the
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peripheral bay or channel. Because the peripheral bays are shallow, wind-driven
circulation is more important there than in deeper parts of the estuary.

Salt and water transport calculations show that most of the net outflow of
water is near the surface in the South Channel. Upstream bottom flow is strong-
est in the North Channel. Salt enters the estuary primarily by tidal mechanisms
in a near-surface jet in the North Channel, at the same lateral position as the
strongest tidal currents. Unlike the tidal currents, the maximum salt transport
is below the surface (but above mid-depth) because the salinity is low at the sur-
face. The mean or residual circulation appears to be important in inward salt
transport only on neap tides and in those parts of the estuary where horizontal
salinity gradients are unusually strong. Salt transports near the bottom are
otherwise small. The large, near-surface, mean outflow (primarily riverflow) in
the South Channel transports salt out of the estuary.

The response of the barotropic (surface slope-driven) part of the low-
frequency or residual flow and to changes in riverflow, atmospheric effects (wind
and pressure), and tidal energy was investigated by use of the statistical proper-
ties of the atmospheric data, tidal heights and surface slopes. Record lengths of
up to two years were used. The primary conclusions of the residual flow work
were:

o Atmospheric pressure fluctuations, wind-driven changes in elevation of the
coastal ocean, and along-channel winds over the estuary are all important
to sea levels in the system, but atmospheric forcing is too weak to dominate
the mean or residual flow in the estuary.

o The dominant factors controlling the residual circulation (slopes, currents,
and salinity) in the estuary proper (below Tongue Pt.) are the tidal forcing
and river inflow. Tidal processes and riverflow are about equally dominant
in controlling slopes in the Wauna-Tongue Pt. reach. River flow is strongly
dominant above Wauna. .

4.2 AREAS OF INADEQUATE KNOWLEDGE
The CREDDP field program and the very large NOS data set that became

available less than a year before the end of the program have left us with one of
the most intensive and extensive physical data bases available for any estuary of.
comparable size, but one which is still incompletely analyzed. There are, how-
ever, certain areas in which even this data base is inadequate and certain impor-
tant processes that have not been examined at all. One geographic area that
has been found to be critical to the salt and mass balance of the estuary is the
mid-estuary flats. Substantial exchanges of water and salt are believed to occur
in the subsidiary channels that cross these flats, but no data are available to
assess these transports. century (Gibbs 1973), and severe working conditions
have limited the acquisition of data seaward of Jetty A. Despite plans to deepen
the entrance channel, knowledge of this area can not be considered sufficient
for modeling of estuarine processes, prediction of tidal currents and severe
wave conditions, channel design studies, or management of dredging. We would
like to know whether critical conditions are reached at any stage of the tide for
propagation of internal waves; such hydraulic control at the entrance (or at the
sills in both channels between RM-6 and RM-9) would affect circulatory processes
throughout the estuary. The answer to this question requires more velocity and
density profiles.

Another geographic area where the data are inadequate is the peripheral
bays. Data of all kinds are absent in Grays Bay and incomplete in the other
bays. The bays are difficult to study either with moored instruments or profiling
gear because they are shallow. Moreover, atmospheric forcing is probably more
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important there, making any short segment of data more difficult to relate to
the mean conditions. Knowledge of how the circulation of the main body of the
estuary works has now reached the point that sampling and modeling efforts can
be profitably directed toward the peripheral bays.

Moored-instrument studies have inadequately sampled near-surface
processes in all parts of the estuary . The large amount of floating debris, wave
action, and vandalism problems render near-surface moorings unattractive;
most studies have kept "surface" meters at 3 to 5 m on MLLW. Profiling instru-
ments show large shears and stratification near the surface under certain condi-
tions. Prediction of severe wave conditions near the mouth requires near-
surface current and density observations because the largest shears and phase
differences in the tidal currents are found near the entrance.

Studies to date have focused on synoptic-scale processes, not the details of
turbulent mixing, internal waves, etc. To a tertain extent it is productive to
conduct smaller-scale, mechanistic studies in simpler systems; some results
from these estuaries may then be used in the more complex Columbia River
Estuary. However, the ability to do this is presently inhibited by the almost
total absence of some relatively simple measurements. Profile data are lacking
during the high-flow season, and no acoustic echo sounding transects are avail-
able for any season. The acoustic echo sounding records are probably the easi-
est and most productive work that could be carried out. They provide a wealth
of qualitative information concerning the form and extent of salinity intrusion,
vertical mixing, transport processes, and so on. These records, combined with
CTD profiling, would be an inexpensive way to determine the extent of salinity
intrusion into peripheral bays. A more complete understanding of the neap-to-
spring transition in density structure and salinity intrusion length may also
require detailed measurements of flow and density on a scale fine enough to
allow calculation of turbulent fluxes of momentum and salt.

Evaluation of the function and distribution of fronts is important. Fronts are
known to be of high biological productivity in many bodies of water: they have so
far been ignored in studies of the Columbia River Estuary.

The one-dimensional model should be refined to include the diurnal tides
and the tidal overtones, and the North and South channels should also be
treated individually. These changes would improve the tidal flows and energy
budget calculated from the model.
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Table 15. CREDDP Current Meter Mooring Deployments March-November 1980.

Nominal
Station Depths (m) Installation Date of Date of

Designation Latitude (N) Longitude W) of Instrurent Method Installation Recovery

* CM-IC 460 15' 30" 1240 01' 17" 5 Subsurface mooring June 20, July 1,
11 1980 1980
17

CM-ID 460 15' 02" 1240 01' 12" 5 Subsurface mooring June 20, July 3,
9 1980 1980
12

CM-2S 460 15' 13" 1240 03' 21" 6 Subsurface mooring October 15, October 27,
10 1980 1980
14

> C14-35 460 14' 50" 1240 00' 28" 5 Subsurface mooring October 15, October 27,
H' 29 1980 1980

12

CM-4A 460 12' 08" 1230 56' 25" 5 Subsurface mooring June 25, July 3,
12 1980 1980

CM-48 460 14' 20" 1230 54' 13" 5 Subsurface mooring June 20, June 25,
9 1980 1980

CM-SA 460 11' 52" 1230 5V1 05" 3 Fixed to bridge March 25, May 21,
6 1980 1980
9

CM-SA 460 11' 52" 1230 51' 05" 3 Fixed to bridge June 20, July 5,
6 1980 1980
9

CM-SA 460 11' 52" 1230 51' 05" 3 Fixed to bridge July 5, October 14,
6 1980 1980
9

Cfl-SA 460 11' 52" 1230 51' 05" 3 Fixed to bridge October 16, October 30,
6 1980 1980
9



Table 15. (continued).

Nominal
Station Depths (m) Installation Date of Date of

Designation Latitude (N) Longitude (W) of Instrument Method installation Recovery

CM-SB 460 14' 21" 1230 52' 21" 6 Fixed to bridge March 27, May 21,
15 1980 1980

** CM-SB 460 14' 21" 1230 52' 21" 7 Fixed to bridge June 20, July 4,
16 1980 1980

CM-58 460 14' 21" 1230 52' 21" 6 Fixed to bridge July 4, October 14,
15 1980 1980

CM-SB 460 14' 21" 1230 52' 21" 6 Fixed to bridge October 16, October 30,
15 1980 1980

CM-65 460 13' 07" 1230 46' 04" 5 Subsurface mooring October 16, October 27,
9 1980 1980

3> CM1-7D 460 15' 35" 1230 37' 10" 5 Subsurface mooring June 19, July 3,
9 1980 1980

'^Crl-7E 460 13' 03" 1230 38' 27" 5 Subsurface mooring June 21, July 4,
1980 1980

CM-7F 460 10' 48" 1230 39' 23" 5 Subsurface mooring June 21, July 4,
1980 1980

CM-7M 460 13' 52" 1230 40' 04" 5 Subsurface mooring October 15, October 29,
1980 1980

CM-7N 460 15' 36" 1230 37' 08" 5 Subsurface mooring October 16, October 27,
9 1980 1980

CM-7S 460 12' 01" 1230 40' 56" 9 Subsurface mooring October 15, October 29,
1980 1980

* Top two meters lost to ship damage to mooring.

** Instruments were deployed lIm deeper during the period.
*** Mooring possibly dragged to shallower water during the period.



Table 16. CREDDP Velocity and Density Profiles Collectedin October 1980.

Number of
CastsVessel Station(s) Completed Time Period Corvents

U and I 6SA 19 Oct. 16, 07:20
- Oct. 16, 19:05

Thorfinn 65A 42 Oct. 16, 14:00
- Oct. 18, 10:45

U and 1 6EB, 65C, 650 12 Oct. 16, 19:29
- Oct. 17, 03:00

U and 1 65B, 65A, 65D 15 Oct. 17, 01:02
- Oct. 17, 10:32

U and I 6SE, 6SB, 65A 9 Oct. 17, 10:52
-Oct. 17, 14:03

U and I 65E, 6SC, 65D 8 Oct. 17, 14:26
Oct. 17, 16:16

U and I 65E, 65A, 65C, 22 Oct. 17, 16:47650 - Oct. 18, 05:30
U and I 2N 35 Oct. 18, 08:30 Station moved

- Oct. 19, 01:30 300 m east
Thorfinn 2S 42 Oct. 18, 11:00 Anchor dragging

- Oct. 19, 08:30 Oct. 19, 23:30
U and I 3F 11 Oct. 19, 02:30

- Oct. 19, 12:05
Thorfinn 3F 24 Oct. 19, 09:30

- Oct. 19, 20:00
U and 1 3H 25 Oct. 19, 13:28 Moved to east

- Oct. 20, 01:00 side of buoy 21,
Oct. 19, 17:30

Thorfinn 31 61 Oct. 19, 21:00 Double casts now- Oct. 20, 13:53 taken at each
station

U and I 3E 14 Oct. 20, 01:35
- Oct. 20, 04:34

U and I ii 48 Oct. 20, 05:17
- Oct. 20, 16:58
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Table 16. (continued).

Number of
Vessel ~~~~Casts

Vessel Station(s) Completed Time Period Comments

Thorfinn SNA 56 Oct. 20, 16:00
- Oct. 21, 07:31

U and I SNA, SNB, 4NB, 102 Oct. 20, 19:00 Dragged anchor
4NA - Oct. 21, 16:47 Oct. 21, 01:00

Thorfinn SNC 99 Oct. 21, 08:35
- Oct. 22, 09:03

U and I SNA, 5NB, 5NC 96 Oct. 21, 17:15
- Oct. 22, 09:17

U and I 6SF, 65A, 65B, 16 Oct. 22, 14:59
6SE - Oct. 22, 17:54

Thorfinn 65E 157 Oct. 22, 15:20
- Oct. 24, 06:31

U and i 6SA, 65B, 6SF 18 Oct. 22, 19:29
- Oct. 22, 22:55

U and I 6SA 50 Oct. 22, 23:30 Dragged anchor
- Oct. 23, 08:02 in ebb

Oct. 23, 02:30

U and I 6SF, 6SA, 65B 76 Oct. 23, 15:44
- Oct. 24, 05:31

U and I 5SA, 5SB 98 Oct. 24, 07:28 8 casts taken
- Oct. 25, 22:31 at station 5SB

Thorfinn 5SB 100 Oct. 24, 10:25
- Oct. 25, 10:30

U and I 4SB, 4SA, 3H 186 Oct. 25, 22:50 12 casts taken
- Oct. 27, 07:34 at station 3H.

Dragged anchor
into shipping
lane, Oct. 26,10:00

U and I 11A, 11B, 1C. 134 Oct. 27, 18:00
- Oct. 28, 23:14
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Table 17. 1981 NOS and U.S. Geological Survey Tidal Height Stations.

A. 1981 NOS Stations

Station Location Latitude (N) Longitude (W)

Jetty A, WA 46016.0' 124002.2'
Chinook, WA 46016.3' 123056.8'
Ft. Steven, OR 46012.4' 123057.0'
Astoria, Youngs Bay, OR 46010.3' 123050.5'
Tongue Pt., OR 46012.5' 123046.0'

Knappton, WA 46016.2' 123002.8'
Altoona, WA 46016.0' 123039.3'
Knappa, Knappa, Slough, OR 46011.3' 123035.3'
Skamokowa, WA 46016.1' 123006.1'
Cathlamet, WA 46012.1' 123023.1'
Wauna, OR 46009.6' 123024.3'.
Beaver, OR 46010.8' 123011.2'
Kalama, WA 46°00.4' 122050.8'

B. 1980-81 U.S. Geological Survey Tidal Height Stations

Station Location Latitude (N) Longitude (W)

Jetty A, WA 46016.0' 124002.2'
Wauna, OR 46009.4' 123024.5'

Columbia City, OR 46054.0' 122048.0'



Table 18. NOS 1981 Current Meter Mooring Deployments.

Station Depth Observation Levels Mooring
Period Number (Feet) (Feet) Type

1, 2,7,1, 8, Cl 75 -15, -25, +25, +5 T/B.P.
9, 12, 13, 14
8, 9, 10, 11 C2 45 +10 Special
8, 9 C3 40 -15, -25, +5 T/B.P.
8, 9 C4 65 -15, -25, +5 T/B.P.
1, 2, 8, 9, C5* 25 +5 B.P.
12, 13
3 C6 10 +5 B.P.
3 C7 20 +5 B.P.
1, 2, 8, 9, C8* 10 +5 B.P.
12, 13
Project C9 40 -15, -25, +5 T/B.P.
1, 2, 12, 13 C10 35 -15, +5 T/B.P.
4 Cll 14 +5 B.P.
1, 2, 3, 4, 14 C12 45 -15, -25, +5 T/B.P.
3, 4, 14 C13 12 +5 B.P.
1, 2, 3, 4, 12, C14 40 -15, -25, +5 T/B.P.
13, 14
3, 4, 14 C1S 15 +5 B.P.
1, 2, 3, 4, 12, C16 30 -15, +5 T/B.P.
13, 14
1, 2, 8, 9, 12, C17 40 -15, -25, +5 T/B.P.
13
1, 2, 8, 9, 12, C18 40 -15, -25, +5 T/B.P.
13
4 C19 25 +5 B.P.
1, 2, 12, 13 C20 40 -15, -25, +5 T/B.P.
10 C21 25 +5 B.P.
10 C22 20 +5 B.P.
10, 11, 12, 13 C23 40 -15, -25, +5 T/B.P.
10, 11 C24 25 +5 B.P.
10, 11 C25 35 -15, +5 T/B.P.
10, 11 C26 20 +5 B.P.
10, 11 C27 35 -15, +5 T/B.P.
11 C28 15 +5 B.P.
11 C29 35 -15, +5 T/B.P.
11 C30 15 +5 B.P.
5, 6 C31 40 -15, -25, +5 T/B.P.
5 C32 13 +5 B.P.
S C33 15 +5 B.P.
5 C34 40 -15, -25, +5 T/B.P.
6 C35 20 +5 B.P.

* Stations CS and C8 have an Aanderra current meter at +5 feet on a
bottom platform and an Aanderra tide gauge bracketed to the platform.
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Table 18. (continued).

Station Depth Observation Levels Mooring
Period Number (Feet) (Feet) Type

5, 6 C36 40 -15, -25, +5 T/B.P.
5, 6 C37 40 -15, -25, +5 T/B.P.
6 C38 20 +5 B.P.
Project C39 55 -15, -25, +5 T/B.P.
7 C40 40 -15, -25, +5 T/B.P.
7 C41 35 -15, +1 T/B.P.
7 C42 30 -15, +I T/B.P.
6, 7 C43 35 -15, +5 T/B.P.
7 C44 30 -15, +5 T/B.P.
7 C45 35 -15, +S T/B.P.
6, 7 C46 35 -15, +S T/B.P.

T = Taut-line Mooring
B.P. = Bottom Platform

Special = High Velocity Mooring for Current Station No. 2
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Table 19. NOS 1981 CTD Profile Stations.

A. Time-Series Stations

Station Number of Casts Time Period Latitude Longitude

TS-20 30 May 21-22, 1981 46°12'54" 123°46'48"

TS-12A 54 May 27-28, 1981 46°13'0.0" 123°57'60"

TS-12B 50 June 17-18, 1981 46012'12.0" 123056h18.0"

TS-12C 19 Aug. 25-26, 1981 46°11'36.0" 123054'42.0"

TS-1 35 Sept. 2-3, 1981 46015'0.0" 123'59'30.0"

TS-12C 42 Sept. 3-4, 1981 46011'30.0" 123'54'36.0"

TS-20 27 Nov. 17-18, 1981 46012'42.0" 123'47'22.8"

TS-1 52 Nov. 18-19, 1981 46°14'54.0" 123'59'24.0"

TS-10 27 Nov. 19-20, 1981 46011'18.0" 123'53'42.0"

B. Transect Stations

Station Number of Casts Time Period Latitude Longitude

ST-2 5 various 46015'21.0" 12404'12.0"

ST-202 5 " 46015'21.0" 124"2'6.60"

ST-1 1 " 46°15'6.6" 123059'30.0"

ST-17 1 " 46014'6.0" 123059'6.0"

ST-18 2 " 46014'54" 12401'12.0"

ST-12 3 " 46012'45" 123°56'36"

ST-14 1 "i 46014'30.0" 123°55'12.0"

ST-10 3 " 46011'24" 123°53'51"

ST-206 2 " 46011'30" 123°52'15"
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Table 20. Corps of Engineers Endeco 105 Current Meter Station Locations for June 15 - 29, 1977.

Meter Water
Station Location Depth Depth

No. N. Lat. W. Long. ft-mllw ft-mllw

Transect 1 at RM 5.5

Ml 46014'53.0" 124°01'48.6" 17 2
11
6

M2 46015'02.2" 124001'50.9" 31 36
16
6

M3 46015'33.2" 124001'1.3" 57 62
> 29

7

Transect 2 at RM 2

M14 46015'37.9" 124005'01.4' 43 48
23
8

M5r~ 46014'58.0" 124004'40.6" 35 41
19
7

MG 46014'44.7" 124004'34.3" 31 36
16
6

Cuirrent speed and direction are at snychrouous, 15 minute intervals
for all meters; monthly average freshiwater flow about 156,000 cfs.



Table 21. Corps of Engineers Endeco 105 Current Meter Station Locations for March 9 - April 6, 1978.

Meter

Location and Oreqon State Grid Water Depth

Station Depth Below

No. Y _ ft-mllw ft-mllw

T1 Main Channel, So. of Sand Island 1,117,318 960,690 52 5
47

T2 So. Channel, off Tansy Point 1,134,515 940,811 44 5
39

T3 No. Channel, off McGowan 1,140,499 954,471 55 5
28
50

| 14 No. Channel, off Megler 1,156,153 956,554 30 15

T5 So. Channel, off Alderborok 1,168,114 944,825 39 5
34

16 N.E. of Lois Island, North Channel 1,188,345 941,664 33 16

T7 Ship Channel, RM 20.5 1,186,134 956,859 42 21

T8 Ship Channel, Iarrington Point 1,201,946 961,140 37 18

TU Woody Island Channel, near Snag Is. 1,207,647 945,671 40 20

TIO Ship Channel, RM 30 1,230,424 958,982 40 20

TIll Ship Channel, RM 37 1,259,248 945,370 32 5
27

T12 Clifton Channel, Bradwood 1,256,881 937,453 13 .7

Current speed arid direct :)n are at sy'thr'ions, 30 minute intervals for all meters.
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Table 22. Tidal current Harmonic Constants for CM-1, Mid-depth.

61. 1 1010190:? DAlI PAY(IIL I t ~1.000
I AT ION II) CM I MErER NUMBER 005209/594 MOD 2 rIrlIEP nrr11 Ai .5
..A1ITITjDF 046 15'09. 00" N LONGITUDE 125 59'940. 00" L

"I PM 4 03:11.8 1/ 5/81 III 7. O3HR 6/ 7/ill
ALl. TIMES AND) PHASES CONVERTED TO GMT
'Il 1PT~i- 1088 DURATION 1 588 HRS NO VAi I D X, Y PTS= 1507 1 53/f
rIDDAL. MfjlUL/ [ION. BUT NOl INFERENCE, CORRECT IONS HAVE BEEN MADE
ANALYSIS PESUL-TS IN CURRENT ELLIPSE FORM

NAME SPE ED MAJOR MINOR AMP RATIO INC DECO F 0 IKAPPA

470 0o00000000 21. 951 0.~000 21. 951 0.154 18.3 2'5 1.7 10 S0 161,7 1911 3 100.0

.2 MM 0.00 1 5 1215 2 .476 0 .919 2 .641 0. 019 24.0 6e6.0 15340 5 VIA., 5 it 

4MSF II (1021821I93 6.198 -0. 052 6. 198 0 .043 4.2 I 81 13 I2 2 7 28.2. 42 I;

41 AL P1 0. 03439657 1I ,387 -0. 341 1. 428 0.010 162. 5 23.5 2)3 1 1:306 9!5. 7 261,f.2

5;2*31 0 03570635 2. 161 -1. 043 2. 400 0 017 93.6 356.4 3105_1 -,22I.8 49I. I 294 :3

6G01 0 .03721850 1.859 -0. 806 2 .026 0.,014 141.4 3013.6 ;?h4 245.0 16! 15 9.6

7 01 0 .038373065 11. 989 -0. 837 12. 0183 0.,084 169 5 200 5 'I, - 0 155 5 13'1 5 312 6

H NO 0.04026060 2 .771 1 .426 3 .117 0.022 1429 307,1 3149 II 2069 13:2.8 341.8

RKI 0 .04178075 26. 529 -2. 196 26. 619 0 18' 162 8 287 2 319, 3- 1865 5 IS 1 :145. 

WJ Il 0.04329290 1.079 0. 490 1.I 185 ~0.008 124 9 325 I 31 5 266 6 456. 5 32.2!

It not 0.04463084 2. 624 0. 433 2. 719 0.019 123 7 7,7 120 4 981 122.7 1I5.6

12 LWjSI 0. 04634299 1.425 -0. 894 1.682 0.012 14 "7 2'923 2213 Ii 74I 23I 5~ 2311I. 3I

to 1-3~I EPS2 0.07617731 2.459 -0. 159 2. 164 0 017 1791 I 70 9 106 7 287 6 235. IT 7i(1. 

H 14 MU2 007768947 9.656 0. 378 B. 665 0.-, BB937 3143 7 323 3

1S NP 0. 07899925 25 930 -1. 425 26.967 01869 1642 2R89 3394 17925 3639

1 6 12 C.020o51I140 142. 585 -5. 503 142. 691 1.0CO0 166 90 2'83. 1 I 03 204,7 I h3, A 355:. I

17 L-2 0. 02202355 14. 3 13 -1. 551 14. 397 0 101 176 2 2730 2 19.9 223 r 216 2 211.2

R 052 0.028333334 2 2.545 -0. 866 2 2. .5 62. 0.158 163 7 86, '3 21t1 2 17.4 IRqI? 9 'II

IQ ElAP 0. 08507364 1.580 -0.139 1.526 0O011 253 5 296 5 El2 214,7 16,1.6 5 2

20O MO3 0. 11924206 14. 025 0. 348 14. 029 0.098 169.7 2170 3 -`1 16 73 9 5:3 3 215 0-

24 M3 0 12076710 1.~430 -0. 466 1.511 0011 171 5 2'735 3134 2270 209. 9 I 42

22 _ MKS 0. 12229215 1 1207 1.2Z58 11. 278 0. O7q 16'3 0 "~rR,'0 _228.7 65 7 31. / 205 `7

,:'3 5IK3 0. 12511408 1 .697 0 620 1.8007 0.013 170.6 179 26 4 21. 3 205.1

'4 MN4 0 .15951064 2 494 0B641 2 .632 0 010 121 2 328 9 210 3 94 2 335. 5 178.]7

'2 5 M4 0 .16102280 5 .194 2. 407 5 .72 5 0.040 120 2 329. 8 252 3 1322 12P. 5220. I

; ',, SN4 0. 16233258 0.,673 -0 ¶51 0 .690 0 005 141 9 308 1 13 9 232.0 105!. Li 3141.4

P' M54 0.16384473 2.135 0 770 2. 269 0.016 169,5 2`80.0 301 7 132.3 111.2 277. 

28' 5 4 0 16666667 1.6941 0.038 1.690 0012 I§5 5 290 5 104.7 355 3 311.2 ; I I) S

29 2MK5 0.20280355 5.665 -0. 918 5. 738 0 040 IA 0 72 0 82 0 64 0 100. 0 464 II

:IO 2SK5 0. 20844741 0.644 0.261 0.690 0.005 130,2 319,10 330 2 200.0 100. 4 :310.6

iII2MN6 0.24002205 3530 -0 799 3.617 0025 1730 2770 267 5 944 SC05 2111 Il

.22 MA 0.,2415:3420 3.008O -0 656 3. 079 0 022 164 9 285 1 272.7 12"7B8 91'I .5 !44 I

31 2MS86 0 .24435614 1 .557 -0. 125 1.562 0O0il 16 7 7 33 93 7 77. 0 110.I4 53 9

'14 25*16 0 2471J7606 0. 558 -0. 042 0 560 0 004 1 5>'. 0, .71 :137. 2_ 1S0. 2 1i'I 1 lSII

3 5 IMIA 0.29331494 3.720 -0. 110 3 .72 1 0 026 1631 A 86 4 1 29 5 325.P 1 93,. I 775

l, ml] 0 32204559 2.,34B 0.824 2 . 488 00,1 7 164A 2135 161. 0t A 3129 I IGO. '



Table 23. Tidal Height Harmonic Constants for Tongue Pt. for 1981,

FILE 100800401. DAT RAYOPT - 0.9 50
STATION ID TQ-2I METER NUMDER 000021

METER USE NUMBER 031 MODIFICATION I LATTITUDE 046 12'30.00 N LONGITUDE 123 4600.00" WU
ANALYSIS OF HOUWLY TIDAL HEIGHTS B.00H I/ 1/81 TO 7.OOH I/ 1/82 GMT
DURATION . 8760 HR NO. OBH. - 9760 NO. PTS. ANAL.- 9719 MIDPTh O.OOH .2/ 7/81
ALL. TZMES AND PHASES CONUERTED TO 04T

NO NAME FREQUENCY A RATIO 0 KAPPA

I zO 0.00000000 1.3472 1.4233 0.00 0.00
2 EA 0.00011407 0.1359 0.1434 6.36 a.69
3ESA 0.00022816 0.0721 0.0762 159.99 160.6 
4 nsn 0.00130978 0.0397 0.0419 324.68 328.45
5 mm 0.00151215 0.0403 0.0426 94.34 98.69
6 nSF 0.00262193 0.0387 0.040a 40.24 48.37
7 nF 0.00305009 0.0157 0.0166 191.78 200.56

ALPI 0.03439657 0.0040 0.0042 336.90 312. 19
9 201 0.03570635 0.0031 0.0033 245.49 224.55

10 SII 0.03590872 0.0080 0.0084 315.45 295.10
11 el 0.03721650 0.0411 0.0435 241.21 224.63
12 RHOI 0.03742087 0.0050 0.0053 196.30 180.30
13 01 0.03873065 0.2360 0.2315 241.04 229.8 
14 TAUI 0.03895881 0.0149 0.0158 10.68 359.11
15 BETI 0.04004044 0.0103 0.0109 246.73 238.26
16 NO) 0.04026860 0.0271 0.0296 256.99 251.19
17 CHII 0.04047097 0.0067 0.0071 275.46 268.25
19 Pll 0.04143851 0.0107 0.0113 270.50 266.08
19 Pt 0.04155259 0.1129 0. 1193 255.46 251.36
20 81 0.04166667 0.0076 0.0080 279.29 275 53
21 K1 0.0417B075 0.4005 0.4231 255.97 252.43
22 PSII 0.04129482 0.0098 0.0104 211.58 208 47
23 PHIl 0.04200891 0.0034 0.0036 236.57 233.79
24 THEI 0.04309053 0.0051 0.0054 301.75 302.09
25 J1 0.04329290 0.0175 o.o015 27B.33 279.25
26 SOI 0.04460268 0.0141 0.0149 55.97 60. 56
27 001 0.04463084 0.0114 0.0120 301.96 307.30
28 UPS1 0.04634299 0.0014 0.0015 54.45 64.15
29 o02 0.07597495 0.0015 0.0016 52.00 23.2 
30 EPS2 0. 07617731 0.0079 0.0083 7.84 339. 70
31 2N2 0.07746710 0.0136 0.0144 206.48 182.11
32 nU2 0.07768947 0.0163 0.0172 6.14 344.35
33 N2 0.07699925 0.L790 0.1891 241.69 221.88
34 NUIZ 0.07920162 0.0376 0.0399 241.10 221.67
35 HI 0.08039733 0.0060 0.0094 153.33 137.34
36 12 0.0805o1140 0.9466 1.0000 264.04 246.38
37 42 0.08062547 0.0046 0.0046 136 62 123.29
36 n182 0.08073956 0.0094 0.0100 209.23 194.22
39 LOz2 0.08182118 0.0198 0.0209 267.16 255.28
40 L2 0.08202355 0.0441 0.0466 265.23 253. 93
41 T2 0.08321926 0.0152 0.0160 301.97 294.11
42 92 0.08333334 0.2337 0.2469 294.94 287. 41
43 R2 0.08344740 0.0023 0.0025 340. 21 333. 00
44 K2 0.G0835149 0. 0748 0. 0790 297.a2 260.95
45 nEN2 0.0849454a 0.0102 0.0108 128.10 124.93
46 ETA2 0.06507364 0.0010 0.0010 321.57 319.05
47 M03 0.11924206 0.0307 0.0324 95.67 67.79
48 M3 0.12076710 0.0033 0.0035 141.97 1IB.46
49 S03 0.12206399 0.0175 0.0165 131.44 111.68
50 nK3 0.12229215 0.0235 0.024 113. 36 94. 26
51 SK3 0.1251140e 0.0077 0.0082 £34.93 123.96
52 MN4 0. 1951064 0.0059 0. 0062 62. 49 26. 1
53 14 0. 16102280 0.0113 0.0119 99.21 67.69
54 SN4 0.16233258 0.0024 0.0025 83.53 55.96
551 M94 0. 1634473 0.0075 0.0079 06.85 83. 65
56 MK4 0.16407289 0. 0032 0. 0033 302.39 279.85
57 54 0. 16666667 0.0022 0.0023 152.90 £37. 84
58 SK4 0. 16689482 0.0019 0.0020 106.82 92. 41
59 2MK5 0.20260355 0.0106 O.0112 110.73 75.97
60 2SK5 0.20844741 0.0007 0.0007 194.89 176. 3B
61 2MN6 0. V002205 0.0065 0.0069 105. 45 54. 11
62 M6 0.24153420 0.0119 0.0125 126.87 79.89
63 2MS6 0.24435614 0.0087 0.0092 157.79 ±19 93
64 2MK6 0.24456429 0.0032 0.0034 132. £ 93. 9
65 2sM6 0.24717906 0.0021 0.0023 206.28 175.55
66 MSK6 0.24740623 o.0019 0.0019 179. 12 149.05
67 3MK7 0.26331494 0.0012 0. 0013 206. 12 155. 70
69 Mn 0.32204559 0.0010 0.0011 26. 56 153.92
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Table 24. Tidal Height Harmonic Constant Reduction for Tongue Pt. for 1981.

FILE IOOH00401O.AT RAYOPT = 0.950
STATION ID TC-21 METER NUMBER 000021
METER USE NUMBER 031 MODIFICATION I LATTITUDE 046 12'30.00" N LONGITUDE 123 46'00. 00" W
ANALYSIS OF HOURLY TIDAL HEIGHTS BDOOH 1/ I/I TO 7.DOH 1/ 1/62 GoT
DURATION - B760 HRS NO.OHS. 8760 NO. PTS.ANAL. 6759 MIDPT- O. OOH 2/ 7/I
ALL TIMES AND PHASES CONVERTED TO GMT

TIDAL RANGES IN METERS AND RATIOS OF TIDAL RANGES

MEAN RANGE = 2.031 GREATER DIURNAL RANGE - 2.617 LESSER DIURNAL RANGE - 1.446
SPRING RANGE - 2.435 NEAP RANCE - 1.566 PERIGEAN RANGE - 2.415 APOGEAN RANGE - 1.743
GREATER TROPIC RANGE - 2.810 LESSER TROPIC RANGE 1.107

GREATER DIURNAL/MEAN - 1.288 LESSER DIURNAL/MEAN - 0.712 CT DIURNAL/LS DIURNAL - 1.110
SPRING/MEAN 1. 199 NEAP/MEAN - 0.771 SPRING/NEAP = 1.55S
PERICEAN/MEAN 1.189 APOGEAN/MEAN - 0.856 PERICEAN/APOGEAN - 1.386
CT TROPIC/MEAN - 1.383 LB TROPIC/MEAN - 0.545 CT TROPIC/LB TROPIC - 2.539

AGES AND GREENWICH INTERVALS IN HOURS

PHASE AGE - 38.40 PARALLAX AGE - 46.69 DIURNAL AGE - 21.SI HW INTERVAL - 6.58 LW INTERVAL - 2.46

Uj

AMPLITUDE RATIOS

(KI+0I)/M2 = 0.675 (M2+t6+N2)/(DI+KI+PI) 5 1.8H09 01/K1 = 0.594

INEQUALITIES IN METERS

DIURNAL INEGUALITRIES: DHO - 0.213 DLO - 0.373

TROPIC INEQUALITIES: HWO - 0.557 LWO - 1.146 K1+01 a 0.639 K1-01 0. 162

TIDAL DATUM LEVELS IN METERS

DATUM ON MWL ON MLLW ON TIDE GUAGE

MHHW 1.240 2,617 2.588
MLHW 0.815 2.191 2. 162
MHLW -0.631 0.745 0.716
MLLW -1.376 0 000 -0.029
MHW 1.027 2.404 2.375
MWL 0000 1,376 1.347
MLW -1.004 0.373 0.343

MTL-MWL - 0.012
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Table 25. Tidal intervals, Ranges and Inequalities - Columbia River

Estuary from the Records of the Coast and Geodetic Survey
1852-1959.

A. Oregon Stations (RM 0 -150)

Greenwich intervals Ranges Inequalities

in hrs in ft - in ft*

RM Station RWI LWI Mn Diurnal Extreme DlHO DLQ

7.5 PT. ADAMS 8.73 2.43 6.41 8.35 13.7 0.70 1.24

(FT. STEVENS)
16 mos., 1940-42

10.7 '.ARRENTON 8.99 2.75 6.5 8.3 -- 0.65 1.15

SKIPANON RIVER
62 tides, 1935

12.0 ASTORIA, YOUNGS BAY 8.97 2.82 6.70 8.55 14.8 0.66 1.16
3 yrs, 1931-34
1 yr harmonic
analyses, 1935 8.92 2.84 6.69 8.63 -- 0.71 1.23

12.0 YOUNGS RIVER 9.16 3.10 6.90 8.60 -_ 0.60 1.10

37 tides, 1935

12.8 LEWIS & CLARK R. 9.14 3.30 6.90 8.70 -- 0.60 1.10

13 tides, 1935

13.0 ASTORIA, PORT DOCKS 9.08 3.01 6.25 7.99 -- 0.66 1.08

1958, 3 mos.

14.5 ASTORIA, 9th STREET 9.11 3.11 6.43 8.26 14.03 0.65 1.18

3 yrs, 1873-76

18.2 TONGUE PT. 9.12 3.02 6.46 8.32 -- 0.69 1.17
I yr harmonic
analyses, 1974
1 yr harmonic
analyses, 1939 9.24 3.15 6.44 8.27 -- 0.69 1.15

20 SETTLERS PT. 9.57 3.94 6.30 8.00 -- 0.70 1.00

2 mos., 1935

:26 CARLSON IS. 9.73 4.50 5.69 7.07 __ 0.62 0.76

64 tides, 1935

430 ALDRICH PT. 10.04 4.82 5.54 6.85 -- 0.61 0.70
70 tides, 1936

38.9 CLIFTON 10.34 5.32 5.10 6.24 -- 0.56 0.58
54 tides. 1936
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Table 25. (continued),
Greenwich intervals Ranges Inequalities

in hrs in ft in f5*

RM Station VIW LWI Mn Diurnal Extreme DHQ DLQ

39.8 BUGBY HOLE 10.57 5.30 5.11 6.26 -- 0.57 0.58
27 tides, 1937

42 WAUNA 10.49 5.38 5.17 6.33 -- 0.59 0.57
14 mos., 1940-42

43 WESTPORT 10.63 5.51 4.92 5.96 __ 0.56 0.48
34 tides, 1937

54 LACODA 11.24 6.41 4.14 4.95 -- 0.48 0.33
53 tides, 1937

61 WALKER IS. 11.60 6.76 3.71 4.42 __ 0.44 0.27
42 tides, 1937

RINEARSON SLOUGH -- -- 3.60 4.40 11.0 0.40 0.40
2 tides, 1877

67.4 RAINIER 4
11.98 7.68 3.20 3.70 -- 0.20 0.30

56 tides, 1877

DOBELBOWER 11.99 7.52 3.29 4.04 -- 0.47 0.28
22 tides, 1937

74 GOBLE 12.22 7.84 2.97 3.57 -- 0.42 0.19
1 no., 1937

84 COLUMBIA CITY 0.45 8.47 2.38 2.72 -- 0.35 0.09
38 tides, 1937

86 ST HELENS 0.30 8.80 1.97 2.51 -- 0.42 0.14
13 mos., 1940-42

-87 WARRIOR ROCK 0.83 8.81 2.15 2.60 -- 0.36 0.09
40 tides, 1937

86.7 MULTNOMAH CHANNEL4* 1.15 9.18 1.83 2.24 -- 0.30 0.08
(north end)

16 tides, 1937

KELLEY PT. 2.22 10.33 1.43 1.96 -- 0.40 0.13
11 mos., 1940-42

WARRENDALE 6.98 1.67 0.39 0.61 0.12 0.10
2 mos., 1940-42
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Table 25. (continued).

B. Washington Stations (KM 0-150)

Greenwich intervals Ranges Inequalities

in hrs in ft in ft4

RM Station HWI LWI Mn Diurnal Extreme DHQ DLQ

2 NORTH JETTY 8.46 2.00 5.68 7.57 -- 0.67 1.22
138 tides, 1958

33 FT. CANBY 8.77 2)88 5.81 7.57 12.1 0.70 1.06

H WI.5 ILWACO 1928 8.98 3.09 6.19 8.00 -- 0.69 1.12
1 o,1958

:6 CHINOOK 8.85 2.33 6.23 8.32 0.69 1.40
109 tides, 1958

:13 HUNGRY HARBOR 9.27 2.92 6.43 8.26 -- 0.63 1.20

23.5 1ARRINGTON PT 9.59 4.12 5.75 7.17 -- 0.62 0.80
120 tides, 1935

24.3 ALTOONA 9.55 3.93 6.11 7.66 -- 0.65 0.90
22 mos.,* 1940-42

28.5 BROOKFIELD 10.05 4.61 5.49 6.84 -- 0.60 0.75
73 tides, 1936

30.6 THREE TREE PT. # 10.07 3.69 5.50 6.90 -- 0.50 0.90
11 tides, 1868

33.3 JKAMOKAWA 10.14 4.81 5.56 6.87 -- 0.61 0.70
2 mos.,* 1950

39.5 CATMLAMET 10.44 5.31 5.22 6.40 -- 0.59 0.59
16 mos., 1940-42

48.3 CAPE HORN 10.84 5.80 4.62 5.60 -- 0.52 0.46I ~ ~~~~~~~~55 tides, 1937

50.5 EAGLE CLIFF 10.92 6.08 4.49 5.47 -- 0.55 0.43
16 mos., 1940-42

53.7 OAK POINT 11.22 5.29 4.24 5.10 -- 0.52 0.34
65 tides, 1937

**
STELLA 11.22 6.57 4.00 4.89 -- 0.53 0.36

15 mos..* 1940-42

66 LONGVIEW 11.65 7.30 3.27 3.99 -- 0.48 0.24
15 mos., 1940-42
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Table 25. (continued).

Greenwich intervals Ranges Inequalities

in bra in ft in ft*

RM Station HW1 LWI Mn Diurnal Extreme DOQ DLQ)

75 KALAMA 12.10 7.97 2.54 3.20 -- 0.43 0.18
15 mos., 1940-42

MARTINS BLUFF 0.05 8(04 2.56 3.04 -- 0.31 0.17
39 tides, 1937

5 96 WILLOW BAR 1.21 9.54 1.50 2.03 -- 0.40 0.13

9 mos., 1941

106 VANCOUVER 2.53 10.70 1.33 1.84 -- 0.38 0.13

9 mos., 1940-42

ELLSWORTH 2.97 11.13 0.99 1.43 -- 0.31 0.13

10 mos., 1940-42

121.7 WASHOUGAL 4.14 12.26 0.54 0.90 -- 0.23 0.13
6 moos., 1940-42

The assistance of the National Ocean Survey in providing the data listed herein is
gratefully acknowledged.

* The Greenwich Interval is the time between lunar passage over Greenwich and the
following high water (HWI) or low water (LWI).

+ The mean range, Mn- MHW- MLW. .

The diurnal range - MHHW- MLLW- Mn+ DHQ +DLQ.
The extreme range is the difference between highest and lowest observed tides.

DHQ - MHHW - MEW
CLQ - MLW - MLLW

** Accepted values are available. The values given are usually the accepted
values but may, instead, be derived from harmonic analyses or differ from the
accepted values by a few hundredths of a foot. The latter case arises where
I have used the reported values rather than the accepted values.

Observations reduced by comparison to a station other than Tongue Pt. Values

may be obsolete.

Willanette River stations have been omitted.
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Table 26. Tidal Height Stations in the Columbia River and Estuary

Occupied by the Coast and Geodetic Survey 1852-1959.

A. Oregon Stations (RM 0- 150)

River Length of comparison

Mile Station Date Record Comments Station

7.5 Ft. Stevens
(Pt. Adams) 1850 2 yrs no data provided

1852 no data provided
1868 no data provided
1905-06 2 yrs Presidio
1926 4 mos. Astoria
1936 58 tides * Tongue Pt.

1940-42 2 yrs BAV Tongue Pt.

1958 5 mos.

:10.7 Warrenton 1935 62 tides BAV Tongue Pt.

(Skipanon River) (1941-59)

z12.0 Astoria, Youngs Bay 1931-42 11 yrs BAV Tongue Pt.
(1941-59)

:12.8 Lewis & Clark River 1935 13 tides BAV Youngs Bav

-12 Youngs River 1935 13 tides BAV Youngs Bay

:13 Astoria, Port Docks 1958 3 mos. BAV Tongue Pt.
(1925-41)

:14.5 Astoria, 9th St. 1853-66 12-1/2 yrs
1873-76 3 yrs
1883 7 mos.
1884 3 mos.
1926 21 tides Tongue Pt.
1936 57 tides Tongue Pt.

1958 67 tides

18.2 Tongue Pt. 1868 56 tides
1925-43 18 yrs --

1941-59 18 yrs BAV, primary --

station

:2O Settlers Pt. 1935 2 mos. BAV, CRD
t Tongue Pt.I 1941-59)

1947 71 tides

-26 Karlson Is. 1935 64 tides BAV. CRD Tongue Pt.
1936 36 tides Tongue Pt.

:30 Aldrich Pt. 1936 70 tides CRD Tongue Pt.

:38.9 Clifton 1936 54 tides CRD Tongue Pt.

1937 2 tides CRD Tongue Pt.
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Table 26. (continued).

River Length of Comrarison
Mile Station Date Record Comments Station

42 Wauna 1937 34 tides CRD Tongue Pt.

43 Westport SI. 1937 34 tides CRD Tongue Pt.

54 Lacoda
(Bradbury SI.) 1937 53 tides CRD Oak Pt.

1958 11 mos. Tongue Pt.

61 Walker Is. 1937 42 tides CRD Tongue Pt.,
Oak Pt.

Rinearson 51. 1877 11 tides BAV Cathlamet

67.4 Rainier 1877 56 tides BAV not
available

Dobelbower 1937 28 tides CRD Tongue Pt.

74 Goble 1937 1 Mo. CRD Tongue Pt.

84 Columbia City 1937 58 tides CRD Tongue Pt.

86 St. Helens 1877 67 tides not

available
1881 ?"
1886 106 tides

1940-42 13 mos. BAV. CRD Tongue Pt.

-87 Warrior Rock 1937 40 tides CRD Columbia City

86.7 Multnomah Channel
(north end) 1937 16 tides CRD Warrior Rock,

Columbia City

Kelley Pt. 1940-42 11 mos. BAV, CRD Tongue Pt.

Warrendale 1940-42 2 mos. BAV, CRD Kelley Pt.
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Table 26. (continued).

B. Washington Stations (RM 0 -150)

River Length of Comparison

Mile Station Date Record Comments Station

2 North Jetty 1926 47 tides Superseded Tongue Pt.,
Presidio

1958 138 tides BAV Tongue Pt.
(1941-59)

z3 Ft. Canby 1852 16 tides
1853 93 tides
1868 132 tides
1877 65 tides
1926 3 mos. BAV Presidio,

Tongue Pt.
(1941-59)

1952 8 tides Tongue Pt.

1958 ? Tongue Pt.
(1941-59)

3.5 Ilwaco 1933 163 tides BAV Tongue Pt.

(194 1-59)1958 I Mo. Tongue Pt.
(1941-59)

-6 Chinook 1933 44 tides tlwaco

1935 33 tides Tongue Pt.

1936 48 tides Sunerseded Tongue Pt.

1952 46 tides Tongue Pt.

1958 109 tides BAV Tongue Pt.
(1941-59)

:13 Hungry Harbor 1933 113 tides BAV Tongue Pt.
(1941-59)

1936 50 tides Tongue Pt.

23.5 Harrington Pt. 1935 120 tides CRD Tongue Pt.

24.3 Altoona 1940-42 22 mos. BAV Tongue Pt.
(194 1-59)

1950 61 tides Tongue Pt.

1958-59 1 yr Tongue Pt.

28.5 Brookfield 1936 73 tides CRD Tongue Pt.

1950 111 tides Tongue Pt.

30.6 Three Tree Pt. 1868 11 tides

33.3 Skamokawa 1936 54 tides Tongue Pt.

1940-42 14 mos. BAV, CRD Tongue Pt.

1950 2 mos. Tongue Pt.

39.5 Cathlamet 1875 94 tides
1876 39 tides
1877 56 tides
1936 43 tides Tongue Pt.

1937 29 tides Tongue Pt.

1940-42 16 mos. BAV, CRD Tongue Pt.
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Table 26. (continued).

River Length of Comparison
Mile Station Date Record Comments Station

48.3 Cape Horn 1937 55 tides CRD Tongue Pt.

50.5 Eagle Cliff 1876 56 tides
1937 37 tides Tongue Pt.

1940-42 16 mos. BAV, CRD Tongue Pt.

53.7 Oak Pt. 1877 56 tides
1937 65 tides CRD Tongue Pt.

Stella 1937 37 tides Tongue Pt.
1940-42 15 mos. BAV, CRD Tongue Pt.

66 Longview 1937 56 tides Tongue Pt.
1940-42 15 mos. BAV, CRD Tongue Pt.

75 Kalama 1877 14 tides Rainier
1940-42 15 mos. BAV, CRD Tongue Pt.

Martins Bluff 1937 39 tides CRD Tongue Pt.

Z96 Willow Bar 1941-42 9 mos. CRD, BAV St. Helens,
Kelley Pt.

106 Vancouver 1940-42 9 mos. CRD, BAV Kelley Pt.

Ellsworth 1940-42 10 mos. CRD, BAV Kelley Pt.

121.7 Washougal 1940-42 6 mos. CRD, BAY Kelley Pt.

The assistance of the National Ocean Survey in providing the materials above is
gratefully acknowledged. The listing is likely not exhaustive.

* BAV = Basis of Accepted Values, as recorded in material received from National
Ocean Survey.

+ Additional data up to present have been collected at Tongue Pt., which is the
primary station and for which predictions are tabulated in the Tide Tables.
No tabulations have been made for most of the years. However, harmonic
analysis results are available for selected years.

* CRD - Columbia River Datum, which is related to tide staff. Recent adjustments
(1964) to CRD have been made, but most historical materials use values listed.

Stations in the Willamette River have been omitted from the listing, as have some
stations above Longview, for which results were never tabulated.
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THE FREQUENCY REPRESENTS THE TOTAL NUMBER OF TIMES THE WATER LEVEL YTIDE)

IS EQUAL TO OR iFLOW A GIVEN ELEVATION. THE PERCENT FREQUENCY IS THAT NUMBER

OF TIDES DIVIDED BY THE TOTAL NUMBER OF TIDES, AT ALL ELEVATIONS. TiMES 100.

THE DURATION REPRESENTS THE TOTAL NUMBER OF HOURS THE WATER REMAINS AT OR

IS BELOW A PARTICULAR ELEVATION. A PERCENT DURATION IS THIS NUMBER OF HOURS

DIVIDED BY THE TOTAL NUMBER OF HOURS DATA IS COLLECTED. TINES 100.

MLLW c 2.34 FEET ABOVL SlAllON DATUM. 1960 - 1978 TIDAL EPOCH

MLW = 3.46 FEET ABOVE SIATION DATUM.
MTL = 6.78 FEET ABOVE S1ATION DATUM.
MHW = O.09 FEET ABOVE STATION DATUM.

MH#WH C 10.76 FEET ABOVE STATION DATUM.
NGWD = 5.56 FEET ABOVE SlAlION DATUM.

MLLW - 2.51 FEET ABOVE STATION DATUM 1941-1959 TIDAL EPOCH
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Table 27. Tidal inundation time for the 1940-61 period, calculated by
the National Ocean Survey.

FREQUENCY AND DURATION OF LOU UATERS
94S3o40 FROn 1 1940 To 7 1961

ELEVATION CUMULATIVL CUMULAIIVE CUPULATIVE CUMULATIVE
ABOVE OATjpl FREftENCY FREWUENCY DURATION DURATIONFEET (METERS) (NO. OF LOW UATLRS3 IPERCLNTAGE) (HOUPS) (PLKCENTAGE)

*2 i .06) 1 .00 1 .00.3 ( .09) 1 .00 1 .00.*4 i.12) 6 .00 7 .00.5 4 .15) 18 .10 21 .00*6 .18) 27 .1o 34 .00.7 .21) 47 .30 60 .00U8 ( .24) 87 .60 los .00.9 4 .27) 132 .90 173 .001.0 1.30) 200 1.40 264 .101.1 ( .34) 284 2.00 377 .201.2 ( .37) 388 2.70 534 .301.3 (.40) 510 3.60 735 .401.4 4 .43) 626 §.40 919 .So1.5 ( .46) 0ol 5.60 1218 .601.6 (.49) 1003 7.10 1588 .90
1.7 ( .52) 1216 6.60 2013 1.101. I .S5) 1461 10.30 2498 1.401.9 4 .58) 1721 12.20 2496 1.40
2.U 4.61) 2rt7 14.bU 3738 2.102.1 .64) ;!73 1b'.U 4437 2.bo2.a I.67) .CVtY 19.10 52t5 2.9Q2.6 t .70) 3V67 21.7u 6121 3.502.4 .731) 3412 4.Z2U 7s99 4.U02.5 .76i s3t26 27.1U 8194 4.602.6 1.79) 4l77 i.b.(-u 92?1 5.302.7 t.r2) 4555 32.6u 10491 6.uo2.S i .05) 4r8 34.bU LE76 6.602.9 .PS) 5r37 *7.1u 12962 7.403.U *.

1 ) 5993 39S.bU 14345 R.Z03.1 .C4) 53V 42.IU 15660 8.903S. * .'54 6?92 44.bU 17215 9.803.3 1.ill) 6r91 46.7U 18Sc6 10.603.4 1.n4) 69I!P 4b.Vu 20117 11.gL3.5 * i.n7; 7379 5U.9U 21595 12.303.b 2.10) 7476 53.UU 27176 13.203.7 * 2.13) 77b1 5".uu 24746 14.103.8 * .1.6) br52 5b.9U 26341 15.uo3.9 * :.19) epLo 5e.7 u 2780o 15.904.U 1.22Z P!'47 tU.bU 29632 16.904.1 .1.25) ePsl 62.00 31329 17.9o4. * l3.28) 92117 (4.bU 33067 l1.so
4.3 1.31, 9361 (.b.40 34772 19.9C4.4 ,l.34) ,9(44 68.4U 36540 20.904 * 23.37h 9q"? 7U.bU 38450 - 22.004*6 5 1.40) 1c21e 72.aU 40339 23.10
4.7 X l.43) 10502 74.eu 42265 24.204. * i .46j 10794 7b.5U 44306 25.304.V 21.49) IltlI 78.bU 46269 26.505.U i1.52) 11374 6U.70 48427 27.70*1 I 1.55) 11650 82.60 50453 28.90
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Table 27. (continued).

FREOUPfJCT A#'U DURATION OF LOW WATERS
S*390o0 FHOH 1 194n TO 7 1961

ELLVATION CUPULAIIVL CUWULAIIVL CUPULATIVE LUMULATIVE

AeOVL DiTL'M FPLetFNCY rPEWULNCY DUPrTION UURA1IOr4
FEET (PETERSI ."'C. O LUW WDTLRS3 IPEHCLNIAGE) (HOURS) (PLHCENTAGE)

5.2 1 1.58) lF973 e4.6u 5Z614 40.10

6.5 I31.621 1211 66.10U s54T6 51.50
5.4 1.65r 12397 87.60 569F7 52.60

5.1 2..683 142f6 FS.40 59166 33.eo
5.6 1 1.712 12F2 su.su 617966 5.6n
5.7 1.74) 13093 92.2u 635P4 36.40
5.8 1.773) 1384 90.2u 63759 37.bO

5.9 4 2.41) 13272 97.*u 67147 36.42

6.0 1.44) 133P7 94.3u 750884 40.20

6.1 2.5') 13212 95.70 76138 41.30
6.2 1 .9: 13598 .6.4u 742Fs9 42.50

8.6 2.921 1282b 97.1u 76494 43.70

6.7 2.65) 12611 897.40 79474 28.90

6.8 2.96) 12389 97.90u 80543 26.10

696 4 .711 13F57 ss.5u 126F3 47.30
6.7 ( r4) 13'DI . s~boU e4694 4e.50

6.8 .^74 11841 8e.30 26779 49.70

fi.v ; .10) 23n64 qv.ou 96779 4s.7n

7.U1 2.73) 14073 92.800 0539 49.10

7.1t a .lS, 140bb ?9.8U 83626 47.90

7.2 2.19) 14060 99.70 8724 46.00
7.3 i 2.23) 14CG47 99.60 79660 45.60

7.4( 126) 1cc27 99.bo 77586 44.40

7 .5( 2.29) 24(105 99.30 75556 43.20

7.6 ( 1.32) 13974 sS.10 73533 42.10

7.7 ( Z.35) 13934 98.00 713e3 40.80

7.81u 2.38) 13884 9c.5o 69308 39.70

7.S 2.41) 13602 S7.Vu 67145 38.43

6.0 ( 44) 23724 97.30 650ee 37.20

e.1 2.47) 13615 9b.50 62825 35.90

8.2j ( .50) 13493 ss.7u 60723 34.70

8.6 2.53) 13352 94.70 58508 33.50

8.4 56) 13212 . 93.70 56356 32.20

8.5 ( .59) 13o23 9a.40 54127 31.00

8.6 (2.62) 22827 91.00 51a79 29.70

5.7 (2.65) 12611 89.40 49579 28.40

$.a 2.68) 123e9 e7.90 47341 27.10

6.9 2.71) 12132 Bb.00 45123 25.800

9.0 2 .74) 11891 a4.30 42945 24.60

9.1 2.77) 11570 82.00 40674 23.20

9.2 (2.80) 11227 Tv.60 38444 22.00
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Table 27. (continued).

FREQUENCY AND DURATION OF INUNhATION
943900 FROM I 1940 To 7 1961

ELEVATION CUPULATIVL CUPULA71VE CUMULATIVE CUMULATIVE
ABOVE DATuM FREQuENCY FREGuENCY DURATION OURAlION

FEET (METERS) (NO. OF HIGH bATERS) 4 PERCENTAGEj (HOURS3 (PERCENTAGE

9.3 2.831 10907 77.30 36215 20.70
9.4 2.87) 10538 74.7u 33994 19.40
9.5 £ 2.901 10137 71.10 31801 16.20
9.7 ( 2.93) 9672 66.50 29675 16.s0
9.7 ( 2.96) 9242 65.5 26752 15.70
9.8 2.99) 6747 62.00 25502 14.60
9.9 4 3.02) 8276 58.70 23477 13.40

10.0 4 3.05) 7793 55.2o 21646 12.30
10.1 4 3.0G) 7273 51.60 19716 11.20
10.2 4 3.11) 6802 46.20 17998 10.3C
10.3 £ 3.14) 6282 4Y.50 162A4 9.30
10.4 3.17) 5A07 41.20 14683 8.40
10.5 4 3.20) 5343 37.90 13173 7.5o
10.6 £ 3.23) 4908 34.80 11842 6.70
10.7 3 3.26) 4431 31.40 10490 6.00
10.8 t 3.29) 4013 28.40 9333 5.30
10.9 4 3.32) 3600 25.5o 8233 4.70
11.0 4 3.35) 3191 2t.b0 7174 4.10
11.1 4 ..351 2029 2U.628el 3.50
11.2 Z.413 2499 i/.7u 551E 3.10
11.3 i --. 44j 2 .7 1b.8U 4008 2.70
11.4 i.4 7 ) 1963 25.9u 4141 2.60
11?. I '.T) Ie9n 11.9u 3521 2.00
11.6 I .54) 24Be lu.bu 3055 1.70
:1.7 .S71 I.rl Y.ZU 2596 1.40
11.u 3.0O, 1140 L'.Ju 2211 1.20
1l.9 Z 9M936.90 b.YU 1e5 1.00 
12.U j 3.66) r'b b.8u 1532 .e0
12.1 ( a.c9 911 4. 8u 129 .70
12.2 1 --. 7

j Y 5 0.U0 103F .o0
12.' t 751 471 6.0u P41 .40
i2.4 3.78 "U1 2.eu 701 .40
12.* 5 .61! 329 2.ZU S5e .10
12.6 5.A44 ,52 1.7U 438 .20
12.7 7 t'.F4 1.4u 359 .10
i2.8 3.'f) 364 1.1u 2P4 .10
12.9 4 z..31 '23 .no 197 .10
13.U '.)6S 92 .bl 145 .uz
13.1 3.9) 69 .4u 100 .u0
13.2 4.n2: .Su 6A .uo
13.'4 4.05w 39 .2u 50 .00
13.4 , 4.rs) 26 .1U 34 .o0o0
3.6 1 4.11k 20 .1U 25 .uo

13.6 i 4.15 13 .UU 16 .00
i3.f 4.18) 7 .uu 9 .00

13.b C .21) 4 .u0 6 .00
13.9 " .24) 2 .uu 3 .00
14.U I 4.7?, 2 .UU 3 .00
14.1 4.30) 2 .UU 2 .uo
14.2 £ #.33) 1 .uu 1 .u0
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Figure 64. June 1980 (a) minimum, (b) maximum, (c) mean salinity, and (d) salinity range in the South
Channel during neap tide.
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Figure 64. (continued).
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Figure 64. (continued).
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Figure 64. (continued). 1;so lO
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Figure 65. June 1980 (a) minimum, (b) maximum, (c) mean salinity, and (d) salinity range in the South

Channel during spring tide.
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Figure 65. (continued).
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Figure 65. (continued).
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Figure 65. (continued).
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Figure 66. June 1980 (a) minimum, (b) maximum, (c) mean salinity, and (d) salinity range in the North

Channel for neap tide.
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Figure 66. (continued).
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Figure 66. (continued).
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Figure 67. June 1980 (a) minimum, (b) maximum, (c) 
mean salinity, and (d) salinity range 

in the North

Channel for spring tide.
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Figure 67. (continued). Suu MeA
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Figure 67. (continued). l
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Figure 67. (continued).
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Figure 68. June 1981 (a) minimum, (b) maximum, (c) mean salinity, and (d) 
salinity range in the North

Channel for neap tide during the spring freshet. Cwl
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Figure 68. (continued). W 9
VO.51wrr3.A Tics

X Aonderaa Current Meter Data tAWm Saua~tr rNrauim3%
° CTD Data

(c)

ML LW MLLW

5 E

_ I EDEOA\n PE

0~~~~~~~~~~~~~~~~~~~~~~~~

E E

aIVER MILE E ',a.

DESOEMONA ~UPPER
20 TDLDLASANDSSAD 2

0 5 lo 'I0

RIE MIL 6n 



Figure 68. (continued).
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Table 28. Estimated daily river flow at the mouth of the Columbia River, October 1977 to December 1981.

nIME PERIOD OF TAPE IS FROM: I(DAY)-10-1977 AT IBS O: 0 I PST) TO 30(DAY3-12-1981 AT 16: 0: 0 I PST)

LATITUDEIN). 46(DEG3 15(1IN7 oGOOISEC) L.ONQITUDE(W1 124(DEG) 5(INl) O00(SEC7 MAGNETIC DEVIATION£ 2. 00(DCG 7

TAPE LOCATION INFORMATION PROCESSED 9-TRACR lAPE NUMBER IS. 0 FILE NUMBER IS I

iOrAL NUMBER OF SAMPLES IN FILE IS 155?

HI4£11 FLOW F--10300CFS +1 004*6ONN DAM FLOW .1 757 WILL RIV AT PORTLAND

LOW FLOW: F- 4139CFS, I. 003*00NN DAM FLOW +I.632*.WIIL REV Ar PORTLAND

lO.5,CFS I0**.3tCS I0*S5CFS 10*.3MCs

I 1917 to I I3 0 0 3 39 393 21977 10 2 16 0 0 1.22 3 47

3 1977 30 3 to 0 0 1. 5 444 4V17710 43 8 0 0 1 45 4.11

5 1977 10 S I 0 0 3.37 3OR 41917 10 6 lE 0 0 1.59 4.52

7 1977 30 7 100 0 1o64 463 E1977 Bg E l 0 o o 1 27 3 60

9 l977 10 91 s 0 0 1.25 353 101 977 t0o t18 0 0 1.23 3 49

II £977 lo ll le 0 0 1.20 364 12 1977 10 121 7 0 0 1.34 3.79

13 197710 1318s 0 0 3.39 394 14 191771014 18 0 0 3.25 3 53

35 1977 JO IS 18 0 0 1 09 3O0 16 1917 20 16 38 0 0 o 106 3.01

17 1977 10 17 18 0 0 1.25 355 £0 19717 I I 18 0 0 1.30 3 91

19 1977 10 191 8 0 0 1.3 : 317 20 1977 102018 0 0 o 37 3a

PI 1977 10 211 6 0 0 1 22 3447 2 21977 10 2218 0 0 1.04 2.96

23 1977 10 23 I 0 0 1.0! 2.87 24 £977 10 241 0 0 1.1£ 3.13

253977 10 251 4 0 0 1I5 E.97 26 3977 1026 £8 0 0 1.30 3 69

27 1977 10 27 18 0 0 o li 4 46 28 1977 10 28 le 0 0 I52 4.31

29 1977 1 29 le 0 0 133 7 .277 30 1977 10 301 0 0 1o20 3 62

31 3977 £0 31 1$ 0 0 1.59 4530 323197711t I 18 0 0 1.72 4.893

33 1977 11 2 18 0 o 109 3 55 34 1977 1 3 318 0 0 1.97 .5.58

351 977 11 4 48 0 0 199 5 36 346 977 it 5la 0 0 1.71 4 85

37 1977 1£ 1 I6 0 0 147 4.17 38 1977 11 7 l8 0 0 3.5 4.29

39 1977 1 aIS 0 0 172 4 87 401 977 11 9 l8 0 0 1.79 5 07

43 1977 1£ 10 13 0 0 1.69 4 79 42 1977 11 II £8 0 0 1 39 3.93

43 19771 1218 0 0 129 36 4 441977£ 131 8 0 0 1. 21 3 61

45 197711 1418 0 0 149 4.22 46 1977 11 15 18 0 0 1.82 5.14

47 397711 161 0 0 2.34 6 61 491 97711 1716 0 0 2.39 67 7

49 £97711 18 81 o 0 0 249 701 501 977 11 9 3938 0 0 2.05 579

I1 £977 11 201 6 0 0 196 554 52 197711 231 I 0 0 2.39 6.77

53 1977 1 22 IS 0 0 231 6. 59 54 1977 1123 £8 0 0 2.26 6.4 3

55 5977 t2 41A 0 o 0 0 2.6 735 565 977 25 16 0 0 3.77 10.67

57 £977 112 6 I o 0 0 444 12 57 58 977 1127 S8 0 0 3.84 10 86

59 1977 I2 1 i8 0 0 346 9879 60 1977 1129 18 0 0 3.28 9.27

61 1977 11 301o8 0 0 327 925 62 1977 12 16 t 0 0 3.32 94£

63 1977 12 230 0 0 3.87 30.97 641977 12 3 l 0 0 4.6 13 28

65 1977 12 4 16 0 0 3b4 11 .15 66 1977 32 5 38 0 0 2 13 6.03

67 3971 n 2 618 0 0 447 £2 65 60 1977 12 7 18 0 0 3.70 £ 047

69 1977 12 81 6 0 0 o 985 10 69 70 1977 12 9 18 0 0 363 30.26

71 L977 12 00 le o 0 39 875 721977 12 1 l8 0 0 309 876

73 1977 12 12 16 0 0 431 2 220 14 £977 12 13 18 0 0 546 3 .47

75 3977 12 34 l8 0 0 663 £6 78 76 1977 32 S 38 0 0 6.7 2 19 03

17 £977 32 16 3S 0 0 668 18 92 78 1977 32 17 18 0 0 6.44 18.23

79 3977 12 181 8 0 0 o 69 £ 612 80 3977 2 191 0 0 o Z05 14e30

83 1971 12 20 18 0 0 454 12 90 82 3977 12 2£ 10 0 0 3 97 £ 125

83 1977 12 22 IS 0 0 370 3040 84 977 1 22 1 0 0 3,4 o e02

8531977 12 241$a 0 0 337 897 B661911 12 25 18 0 0 2 97 640

87 1977 12 26318 0 0 30. 8.56 88 1977 1227 18 0 0 3,00 853

8931977 £2 2838a 0 0 303 8.59 90 197731229368 0 0 2290 6.22

9I 3977 32 30 18 0 0 2.67 7. 56 92 1977 £2 31 38 0 0 2.67 7. 56

9331978 £ £18l 0 0 2 46 6 96 9431978 I 218S 0 0 2.26 6.40

953 978 1 3 30 0 0 247 7o00 96 1978 £ 4 38 0 0 2.93 829

97 1978 1 5 le 0 0 292 8 27 98 1978 1 6 Il 0 0 3.48 9.85

99 1978 I 7 18 0 0 3.74 1060 300 3978 1 a 1e 0 0 3.31 9 37

3OL 1978 1 9 ls 0 0 304 8 62 102 1978 1 10 le 0 0 3.24 9.16



Table 28. (continued).
303 19 /U 3 33 381 0 0 3.85 a. 99 104 1970 I 12 IS 0 0 3. 35 9. 49
105 1971 11 3 1318 0 0 314 890 106 3978 3 14 10 0 0 3.07 869
107 19 7'a 3 :5 I 0 0 2.73 768 108 1978 3 3638a 0 0 3.313 a86
109 3q'78 3 3 7 3fII 0 0 302 854 330 1978 3838 l 0 0 3.47 9.0BP
II3 19778 I 1938a 0 0 3.56 zoo 30 12 39 78 1 20 18 0 0 3 02 a5½,
III1 19711 3 2) M' 0 0 2.92 025 314 1978 1 22 18 0 0 2 95 a934
115 3978 I 23 le 0 0 a38 957 316 3978 I 24 38 0 0 3. 30 932
II' 3 9713 12518a 0 0 vfI5 S.,06 jIB 1970 126 18 0 0 2. 77 785
119 3978 3 2736 0 0 303 8 57 120 3978 3 2838 0 0 2 69 7 63
121 3978 3 2930o 0 0 2. 34 6 62 122 1978 3 30 18 0 0 2. 58 7. 32
323 3978 3 31 18 0 0 249 7. 04 124 1978 2 3 le 0 0 2 48 7. 03
329 3978 2 218B 0 0 2.72 7 70 126 3978 2 3 18 0 0 2. 84 8.05
1,.? 1978 21 438S 0 0 2-70 7. 64 328 3978 2 318s 0 0 2.8B7 B-12
12~9 3978 P 638 0 0 274 7. 75 330 1978 2 738a 0 0 287 S.33 
131 197U 2 818a 0 0 3. 02 856 332 3978 2 9369 0 0 3.3 880as
3]. 33 970 2 30 l8 0 0 2. 98 8. 44 334 1978 2 II 381 0 0 2.87 8.13
335 1970 2312380 0 0 2.64 7. 47 336 1978 2 13 18 0 0 2. 41 6e8l
Ill 1970 2 14 18 0 0 2.46 6.96 338 1978 2 3 5 l8 0 0 2 63 7 38
139 3978 231638S 0 0 2, 67 7. 56 340 1978 231738 0 0 2. 56 7. 25
141 3978 2383l 8 0 0 2-30 5 96 342 1978 231938 0 0 1. 99 5 63
143 1978 2 2038e 0 0 220 623 344 1978 2 21 38 0 0 2 42 6 85
145 1978 22238e 0 0 2.27 644 346 1978 2 23318 0 0 2 04 5 77
14 7 3970 2 24318 0 0 231 654 3483 1978 2 2538 0 0 2. 20 6 22
349 1978 2638s 0 0 2.38 6.17 350 3978 227 18 0 0 2 36 6 68
151 1978 2 208 l 0 0 2. 44 6. 91 352 3978 3 '318 0 0 2 42 6896
153 39783 3 238S 0 0 P40 6.79 354 1978 3 316I 0 0 2 62 7,41
155 3978 3 4±8s 0 0 3.8B3 5.37 356 3978 3 518e 0 0 3. 72 488B
157 19703 3 638o 0 0 --223 6. 26 158 1978 3 7386 0 0 2 01 5 69
3 59 1970 3 838o 0 0 2. 00 5. 66 360 3978 3 938s 0 0 2. 09 5,92
361 3978 331018 0 0 221 626 362 3970 333 38l 0 0 2. 03 575
363 3978 331238 0 0 390 5.39 364 3978 313318 0 0 1,92 5. 44
365 1971] 331418e 0 0 2.32 601 366 3978 33538i 0 0 2. 33 6. 55
367 39 78 33638e 0 0 205 5.81 368 3978 331736 0 0 2.04 579
369 1978 331838 0 0 1. 93 545 370 3978 3 1938o 0 0 3. 75 495
173 1978 3 20 18l 0 0 208 590 372 3978 3 21 38 0 0 2. 02 5. 72
1 73 1978 322 18 0 0 205 583 174 3978 3 23318 0 0 2. 42 6. 84
375 1978 3 24 38 0 0 2.60 7.37 376 3978 3 25 18 0 0 2. 54 7.19
377 1978 3 26 LE8 0 0 2 48 7.03 178 3978 3 27 18 0 0 2. 49 6.93
179 39783 3 28 18 0 0 2. 56 7.26 ISO 3978 3 29 IlB 0 0 2. 72 7. 71-
38t13978 3 30 l0 0 0 2 76 7.82 382 3978 3 33 38 0 0 -. oo a5 i
383 1978 4 3 la 0 0 266 7.53 184 1978 4 2 38 0 0 2. 92 828
385 3978 4 338S 0 0 3.25 921 186 3978 4 4 18 0 0 2 97 8,41
387 3978 4 5138 0 0 284 a05 188 39783 4 638l 0 0 3 00 8. 50
189 19 70 4 7318 0 0 293 8. 30 390 3978 4 a938 0 0 P. 68 758
191 1978 A 938e 0 0 272 7. 69 392 3978 431039 0 0 2 97 840
193 1978 4 13118 0 0 289 817 394 3978 431238 0 0 2. 80 793
395 1978 4 13338 0 0 L.98 8. 45 196 39 78 4 1438 0 0 2. 97 8. 40
1 97 1978 413518a 0 0 2.89 83 9 198 3978 4 3 616a 0 0 2.354 7.23
399 1978 4 17 18l 0 0 2.66 7. 53 200 3978 4 38 38 0 0 2. 65 7. 50
203 1978 4 19 38 0 0 2 66 7.52 202 3978 4 20 38 0 0 2.96 8.38s
203 1978 4 23 38 0 0 2.94 8.33 204 3978 42238S 0 0 2. 38 6. 74

10 970 42.3 10 0 0 267 755 206 1978 4 24318 0 0 2. 99 8l47
207 3978 4251$a 0 0 2.8H9 820 208 3978 4 2638 0 0 2 94 833-
209 3975 4 2738 0 0 33' 938 230 3978 4 28318 0 0 3 48 985
231 1 978 4W9 18 0 0 338 958 212 3978 43018S 0 0 3 33 943
233 3978 5 3 t8 0 0 3.312 9.39 234 3918 5 2 18 0 0 3.314 El88
215 1978 5 3 18 0 0 3.34 9.45 236 3978 5 438 0 0 3. 21 9. 09
237 3978 5 518s 0 0 337 9 53 238 3978 5 638s 0 0 3. 44 9. 74
219 3978 5 738e 0 0 2.93 82 5 220 3978 3 8138I 0 0 3. 25 9 22
221 3978 5 938e 0 0 293 829 222 3978 53038 l 0 0 2. 94 8.32
223 3978 5 I I 18 0 0 ;2.92 8.28 224 3978 5 32 38 0 0 3.316 a.95



Table 28. (continued).
... 978 533 8 0 0 3.2 .422 197 5 4 38 0 0 294 83

.7 397 5 5 38 0 0 3.67 10.40 228 £978 S 6 38 00 382 308 13

2..9 3971 5317 18 0 0 378 30 69 2310 1978 51018l 0 0 372 I052

;3 31 97* 51918e 0 0 377 £068e 232 1978 5 20386 0 0 2 93 8.24

233 39713 5 2£ le 0 0 2.71 7.68 234 #978 5 22 38 0 0 3. 08 8.73

15 971£ 5213 38 0 0 3 36 95*23 27 52438e 0 0 3. 57 33

237 191Il 5 25 38 0 0 347 9892 230 1978 5 26318 0 0 3.35 9. 50

23 9 19711 5 27 38 0 0 3,30 9,36 240 19783 5 20 38 0 0 2.73 773
-- 973 52 3 0 0I7 7 242 3978 5 3038 0 3.319 9.02

:.4q139/8 5 33 i8 0 0 284 804 244 3978 6 1 38 0 0 3.06 8.67

245 197U 6 2 18 0 0 2.82 7,99 246 3970 6 318s 0 0 2.310 5. 95

P4 7 3978 6 4 38 0 0 253 7.16 248 3978 6 518s 0 0 2. 62 7. 4£

2 49 19 73 6 6 £8 0 0 2.62 7.41 250 £978 6 738a 0 0 2.73 7. 74

.3 10E 6 8 18 0 0 3.00 8.48 252 1978 6 9 18 0 0 3.38e 9.00
..sJ £9WO 6 *0 £8 0 0 3.56 10.09 254 1978 6 3* l8 0 0 3.25 9.20

2'59 19201 6 12 le a 0 3. 35 9.49 256 3978 6 33 18 0 0 2.97 8.41

.2 1970 6 £4 #8 0 0 2.94 833 258 3978 6 35 38 0 0 2.98 8.45

I Y 37*3 6 16 #8 0 0 3.07 8.70 260 £978 6317 £8 0 0 2.74 7.76

sy6* 1978 6 18 38 0 0 2.536 726 262 3978 6 39 38 0 0 274 7.76

r'b.1 I "' 6 20 *8 0 0 2.75 7. /9 264 3976 6 21 £8 0 0 2.63 7.39

26~ 39711 6 22 £8 0 0 242 686 266 3978 6 23 £8 0 0 24£ 6.82

2W'~ 1973 6 24 *8 0 0 2.27 643 268 £978 62516S 0 0 2.20 623

269 19/El 6 26 18 0 0 2.68 7.59 .270 3978 6 27 38 0 0 2. 54 7. 18

3. 978 62818e 0 0 2.65 750 272 £978 6 2918 0 0 2.57 7.27

273 1970 6 30 18 0 0 2,57 7.28 274 3978 7 * is 0 0 2.34 6.63

Z.15 19)8 7 2 18 0 0 2.15 6.08 276 £9783 7 338e 0 0 2.02 573

277 £978 7 4 IS 0 0 2.04 578 278 £978 7 538o 0 0 2.44 690

1978 7 6*18 0 0 2. 55 723 280 £978 7 738e 0 0 2. 33 61.0

201 39711 7 8 £8 0 0 1.97 5.59 282 1978 7 9 is 0 0 2.314 6.05

218i1 3978 7 30 18 0 0 2.67 7.56 284 £978 713 £8 0 0 2.45 6.94,

285 19701 7 3218a 0 0 2.74 777 286 3978 71318 0 0 2.63 7.38

U) 2~~~~~~~~~~~.07 3978 7314 18 0 0 2.66 752 288 3978 7*1538 0 0 2. 13 6.04

2709 3978 7316 38 0 0 1.80 5.09 290 £978 7 17318 0 0 2.380 6.316

'WI 1978 7103 18 0 0 230 6.50 292 £978 7 19 18 0 0 2.36 6.310

2-93 19)6 72018S 0 0 396 5.60 294 1978 7 2£ 38 0 0. 234 6.05

;"5 1978 7 22 #8 0 0 3.82 516 296 1978 723 18 0 0 1361 455

297 £978 72R4 *8 0 0, 2.29 6-48 298 3978 7 25 18 0 0 398 561

2199 1978 7 26 le 0 0 200 567 300 3978 7 27 38 0 0 3.8s 5.32

$103 1978 7 20 £8 0 0 3. 67 4.74 302 3978 7 29 18 0 0 1.45 4. 13

:10)3 1970 7 3018S 0 0 3.24 353 304. #978 7 31 38 0 0 1.62 459

305 197H 8l I la 0 0 389 535 306 1970 8 2 18 0 0 1.97 559

307 £928 a 3 38 0 1* 3.90 538 308 3978 8 4 18 0 0 1.62 4. 51

10 9/8 H 5 £8 0 0 3.22 346 330 3978 8 638s 0 0 1.18 334

313 3970 8 7 38 0 0 3.42 403 332 3978 8 8318 0 0 1*66 4, 70

:333 £978 8 9 38 0 0 358 4.47 334 3978 8310 138 0 0 3. 56 4.41
33 5 39713 6 Li la 0 0 1.58 447 336 1970 8 £2 £8 0 0 3 .16 3. 28

337 3978 8 33*8 0 0 3.317 332 338 £978 8 14 18 0 0 3.28 3.64

339 19)8 8 IS 38 0 0 1. 53 4.33 320 1978 8 #6 t8 0 0 13.9 4.50

323 3978 8 17 18 0 0 4.58 4.49 322 3978 83839l 0 0 £.59 4.50

323 1978 8 39 18 0 0 3.34 3.81 324 3978 8 20 #8 0 0 3. 22 3. 45
325 3978 8 21 *8 0 0 1.60 4.52 326 1978 8 22 £03 0 0 3. 50 4.25

327 3978 8 23 *8 0 0 3.48 4l3a 328 *978 83 24 t8 0 0 3. 61 4,'55

32-9 3978 8l 25 l8 0 0 3.46 4.313 330 3978 8 26 38 0 0 3.26 3.58

:333 1978 8 27 38 0 0 3.37 3807 332 1978 8 28 18 0 0 3.46 4.133
333 3978 8 29 38 0 0 3,80 5 09 334 *978 8 30*18 0 0 1.67 4.72

335 3970 8 31 38 0 0 2,00 5,66 336 39783 9 I £8 0 0 1.70 4.82

337 1970 9 218B 0 0 1*33 3,72 338 3978 9 3380 0 0 3.22 3.45

339 3970 9 4 38 0 0 3 23 3 43 340 £978 9 538o 0 0 3.33 3.76

34£ 19/0 9 6*80 0 0 1,80 5 09 342 1978 9 7386 0 0 2.38 6.74

143 3978 9 8 38 0 0 2 38 6 74 344 1978 9 938o 0 0 2.10 5395

345 3970 9 *0 18 0 0 1.73 4 90 346 *978 9 33 lB 0 0 3.88 5.33



table 28. (continued).
347 1976 9 1 2 IF) 0 0 1. 96 ssa 349 3978 9 13 16 0 0 2.10 5. 96
349 1910 9 14 38 0 0 256 7. 24 350 197B 9 1516s 0 0 2 04 5.77
353 3978 9 16 380 0 0 1at 5. 13 352 197$ 9 1738S 0 0 3-73 491
353 1978 93818a I 0 0 1Be8 531 354 1971$ 91918o 0 0 2 29 6. 47
3J55 1976 9 20 3a 0 0 213 604 356 1978 9 21 IlB 0 0 2. 04 5. 78
>357 1910 9 22 28 0 0 1.95 5.52 358 1978 9 23 38 0 0 2. 66 4. 71
359 19 78 9 24 I8 0 0 358 4.48 360 1978 9 25 18 0 0 5.812 516
36' 1970 926 18 0 0 3.77 500 362 1978 9 27136 0 0 1. 77 5. 02
363 3978 9 2818a 0 0 367 473 364 1978 9 29 18 0 0 1. 59 4. 50
365 3973 q 93038a 0 0 368 477 366 1978 10 I 18 0 0 1. 57 4. 45
2hZ 3978 30 2 lB 0 0 1355 4.40 366 3978 30 3 113 0 0 1. 71 4.683
.369 1918310 4 38 0 0 2 02 5,73 370 1978 10 538a 0 0 t1.9 5.43
371 1978 10 6 38 0 0 3 73 48 5 372 1978 10 7 16 0 0 3. 55 4. 39
373 3978 30 8 113 0 0 1536 4. 43 374 197$ 30 91to 0 0 3. 66 4. 69
375 1978 jo 30 38 0 0 15 8 4,47 376 19783101 I 381 0 0 3. 91 S.40
37 7 3978 10 32 36 0 0 23 2 6 00 378 1978 10 13 18 0 0 1. 72 4.698
379 19703 10 14 lB 0 0 1. 34 378 380 1978 30 1518a 0 0 3. 30 3.69
383 1978 20316 16 0 0 5. 41 401 382 197831017368 0 0 3.532 4.30

28 978 101818i 0 0 1533 .4P9 394 1978 1019 16 0 0 3. 57 4. 46
385 3978 30 20 18 0 0 3.80o 5. 09 386 1978 30 21 36 0 0 2. 02 5. 72
36' 397810 22 I8 0 0 1356 4.42 388 197631023 16 0 0 3. 76 4. 98
369 391830a24 1a 0 0 1. 68 476 390 197831025 16 0 0 3. 67 4. 72
393 1970 10 26 18 0 0 3. 67 4 73 392 1976 30 27 38 0 0 3. 65 4. 67
393 1Q78 10 2818S 0 0 3 66 470 3943197631029368 0 0 3.53 4.32
395319783103018e 0 0 15 7 443 3963197831033 I6 0 0 3.64 4.64
2197 197$I 13 3 la 0 0 3 65 466 398 1978 11 2 £6 o 0 1.65 4. 67
:319939783I3 318s 0 0 1. 65 467 400 1976311 4 16 0 0 3. 70 4.62
4(11 3973331 538e 0 0 3 70 4.61I 4023197813t 638a 0 0 3. 69 479
404 3978311 7 38 0 0 3,67 474 4043197611 638a 0 0 3.72 4.866
40.5 3971331 9 38 0 0 365 467 406 197$ 31 10 18 0 0 2. 06 583
4073197831 33I Ia 0 0 390 5 37 408 1978311 3236S 0 0 3. 45 431 
409319783' 1318S 0 0 3 93 547 410 3979 11 354 6 08 0 2.312 6. 03
432 3978 II1 15 38 0 0 2 20 6. 22 412 3976 33 3 6 36 0 0 3. 75 4.96
4 133197813 3 7 le 0 0 370 482 434 19783538 16 0 0 3. 47 4.35
435 191$ 3 1 39 18 0 0 329 a95 416 1976 132038S 0 a 2. 07 5837
4317 1973332323 38 0 0 234 662 4181 1976 1322 18 0 0 2.32 657
4319197833123 18 0 0 360 .452 42031978I1124318 0 0 3 .55 4.36
421 19/till1 25 1l3 0 0 356 443 4223197831 26 18 0 0 13.3 3. 93
4273 1978 33 1 7 la 0 0 2.314 6.07 424 1976 331 29 38 0 0 3.809 5. 37
425319713321 29 18 0 0 382 536t 426 1976 133018B 0 0 2. 04 5.180
427 1978312 3 38l 0 0 250 709 42031978122 2380 0 0 2. 43 682
429 1978312 3 38 0 0 230 6. 52 430 3975312 4389 0 0 2. 77 7.65
4331 3970 12 5 lB 0 0 323 9.314 432 3978 12 6 l8 0 0 3. 08 a72
43331978312 7 18 0 0 341 964 43431976312 838s 0 0 2. 71 768
435 1978 12 938s 0 0 200 567 4363197831230 18 0 0 383 5.319
437 39 78 22 II 38l 0 0 248 702 438 3978 12 32 IS 0 0 2.8B5 8.08
439 3976 12 13 16 0 0 302 855 440 3978 32 34 36 0 0 2. 52 7.314
441 3918 22 3 5 38 0 0 2,66 754 442 3976 12 36 38l 0 0 2. 29 6. 50
443 3978 32 3 7 38 0 0 2.313 603 444 3978 32 38 18 0 0 2.31 6.54
445 3978 32 39 38 0 0 231 653 446 3976 12 20 38 0 0 2. 21 6. 26
447 3918 12 23 38 0 0 3 93 545 448 1979 32 22 39 0 0 3. 94 5.48
449 39 78 12 2330o 0 0 3. 56 4.43 4503197831224318 0 0 1. 56 449
453 397831225 18 0 0 3. 70 4el 452 19783122638S 0 0 3. 92 543
4 5:3197 312 27 38 0 0 2. 32 6.57 454319763122838S 0 0 2.88B 836
4553197831229318 0 0 277 7.8B3 4563197831230360 0 0 2 65 7.50
4573197831231 38 0 0 1. 77 5,02 458 3979 3 I i6 0 0 3. 52 4, 29
459 1979 I 238S 0 0 2. 40 680 460 3197 I 338e 0 0 2.78 7.89
461 3979 3 4 38 0 0 2.76 783 462 3979 I 538o 0 0 2. 57 7. 26
463 1979 3 6 is 0 0 3.82 53 5 464 3979 £ 7 18 0 0 3. 40 3. 9/
465 3979 3 $18s 0 0 3 ~93 541 466 3979 I 939s 0 0 1. 92 5 45
467 3979 3 30 38 0 0 2 17 6.313 468 3979 3 33 le 0 0 2 13 I604



Table 28. (continued).
469 £979 £ £2 £6 0 0 2. 42 68 4 470 1979 £ £3 I 0 0 2.32 6.5

47 £ 979 3 4£3 0 0 1.9£ 5 4£ 472 £979 £ £518 0 0 2.41 68:3'
4 73 £9 79 £ £6 £9 0 0 2. 32 6 50 474 £979 I £7 £8 0 0 2.22 6.27
475 £99 ££ 8 I 0 23 .54979 79 1 £ 0 0 2.27 6.43

477 3979 £ 20 £8 0 0 3.86 5.27 4713 £9/9 £21 £8 0 0 1,.15 5. 23

479 3979 1 22 18 0 0 235 6 66 480 1979 £ 2318l 0 0 2.65 7.50
48£ £979 £ 24 £8 0 0 26£ 7.39 4802 1979 1 25 £8 0 0 2. 56 7.25

403 £979 £ 26 18 0 0 2.49 7 06 484 £979 £ 27 18 0 0 £.52 4. 31
485 £979 1 28 l8 0 0 1. 44 4 07 486 1979 £ 29 £6l 0 0 2. 18 6. 18

487 1979 1 30 £8 0 0 233 6 04 488 £979 1 3£ £8 0 0 2.27 6,44
*89 £979 P £ 0 0 259 7 32 490 1979 2 2396 0 0 2.67 7. 57

49£ £579 LI 336~ 0 0 2IS 6.£8 492 £979 2 4218 0 0 1.48 4.20
4-1.3 £979 2 538a 0 0 1.84 5 20 494 '979 2 6 98 0 0 2.24 6. 34

495 1579 2 7 £8 0 0 3. 06 8 71 496 £979 2 8 £8 0 0 3. 66 10.37
497 £979 2 938S 0 0 3.49 9 89 498 £979 2 10 18 0 0 3.53 £0. 00
499 £979 23£1 £8 0 0 337 9.56 500 £979 231218 0 0 4.23 £1.98
50£ £979 2 13 36 0 0 428 £2.33 502 £979 2 £4 £8 0 0 4. 26 12. 06
503 £979 P £5 £8 0 0 4.£0 33 6£ 50'I £979 2 £6 38 0 0 3.89 £102
5,05 1979 2 £7 £9 0 0 2.76 780O 504 3979 2 18380 0 0 2.40 6.90
507 1979 2 £9 18 0 0 2.66 ' 53 500 3979 2 2018. 0 0 3. 26 9 24
509 £979 2 21 £8 0 0 3.02 8 55 5£0 1979 2 22 £9 0 0 2.97 8.43
51I1 £979 2 2339S 0 0 299 8 46 512 1979 2 24 19 0 0 2. 54 7.19
533 1979 2 25 £8 0 0 235 6.65 5314 1979 2 26 £8 0 0 2.653 7. 53

535 £979 2 27 £8 0 0 2.97 041 5316 1979 2 28380 0 0 321 9.08
5£7 2979 3' £ 36 0 0 3.39 9 59 538 £979 3 2 19 0 0 3. 19 9.03
539 1979 3 318 0I 0t 2.4£ 683 520 £979 3 428S 0 0 2. 53 7.30

52 £979 a 5398 0 0 2.86 CI52 £99 3 68 0 0 3.3 9l0
523 3979 3 73'a 0 0 326 9 22 524 £979 3 838 0 0 3.5 9t94
525 3979 3 9 £8 0 0 362 20.25 526 £979 3 30 18 0 0 2.69 7.6£

527 3979 3311 18 0 0 268 7.60 528 3979 3 1238: 0 0 2.37 6.71
52?9 £979 3 3318 0 0 2.57 7 27 530 1979 3314 £8 0 2.40 6.79

a. ~~~~~~~~~~533 1979 3 £5 £8 0 0 2.54 7.38 532 3979 3 £6 £8 0 0 2.60 7.37
533 1979 3317 £8 0 0 2.65 7 53 534 1979 3 18318 0 0 2.44 6.92
535 1979 3 £9 £8 0 0 2.79 7869 536 £979 3 20318 0 0 2.3£ 6.55

537 £979 3 2£ 38 0 0 2.39 6 76 5318 3979 3 22360 0 0 2.60 7 37
539 3979 3 23 3e 0 0 2.2W7 6 44 540 3979 3 24 36 0 0 2. 35 608
54£ 1979 3 25368 0 0 39£ 5 40 542 3979 3 26 £8 0 0 2.45 6 93

543 1979 3 2738S 0 0 276 7.HI 544 £979 3 28 £8 0 0 2.82 900
545 £979 3 2918S 0 0 2.78 7.86 546 £979 3 30 £8 0 0 2.28 6. 47

547 £97-9 3 3£ 38 0 0 2.33 5.99 548 39)9 4 £ £8 0 0 2.27 6.4£

549 £979 4 2360 0 0 2.32 6.56 550 3979 4 336e 0 0 2.57 727
551 £979 4 436o 0 0 2.84 804 552 2979 4 538s 0 0 2.70 766
553 3979 4 6360 0 0 2.24 6 34 554 2979 4 7 £8 0 0 2.05 5~93
5155 2979 4 838n 0 0 206 5. 83 556 2979 4 918s 0 0 2.69 763
557 £979 4 30 £6 0 0 313 8 82 !558 1979 43£t £8 0 0 28B5 8.06
559 3979 4 32 £8 0 0 3.08 8.72 560 £979 4 33 18 0 0 2.63 7.45
56£ 3979 4 £4 £8 0 0 2. 71 7.66 5621 1979 4 35 38 0 0 2.87 8.£14
563 1979 4 3638s 0 0 273 7.73 564 1579 431718l 0 0 2.58 732
!565 1979 4 £8 £8 0 0 2. 73 7.72 566 £979 4 £9 18 0 0 2.90 8. 23
567 2979 4 20380 0 0 309 8 76 568 £979 4 21 £93 0 0 2. 67 7.56
569 £979 4 22318 0 0 226 6.40 570 £979 4 23 £8 0 0 2.316 6.3£1
57£ £979 4 2438S 0 0 2.50 7.07 572 3979 4 25 £8 0 0 2687 814
573 1979 4 26318 0 0 2 54 7 20 574 3979 4 21 £8 0 0 2.44 6.90
575 £979 4 28 18 0 0 2 26 6 39 576 £979 4 29318 0 0 2.54 7.18
577 3979 4 30 38 0 0 2.90 8.22 578 £979 5 £ £8 0 0 2.91 7,97
579 3979 5 2 3S 0 0 2.93 6.29 500 £979 5 3 i8 0 0 2.42 6986

58£ £979 -5 4 £8 0 0 2.64 7 48 502 £979 5 536a 0 0 2.94 831
503 3979 5 638S 0 0 3.29 9.32 584 £979 5 7368 0 0 3.77 £0.68

585 3979 5 838a 0 0 4.08 13.55 586 3979 5 9 £8 0 a 3s £9 1.31
587 3979 5 3038e 0 0 4.08 £3 56 508 1979 53£t 38 0 0 4,12 ££ 65

569 £979 5 12 £8 0 0 3.92 £1.09 590 1979 5 £3 £8l 0 0 3.10 8.79



Table 28. (continued).
591 £979 5 14 38 0 0 308 8,73 592 1979 5 15l36 0 0 3.03 656
593 1979 5 16 £6 0 0 2.92 626 594 1979 7 17 Is 0 0 3.00 .49

595 1979 l HIs 0 0 315 6 93 596 1979 5 19 IS 0 0 3 16 .96

597 1979 5 20 I8 0 0 3 16 694 596 1979 5 21 38 0 0 2 97 6.40

599 1979 5 22 18 0 0 305 H64 600 1979 52 3 18 0 0 3 06 H65

601 1979 5 24 38 0 0 33£ 9.36 602 1979 5 25 18 0 0 3 49 9-88

603 1979 5 26 16 0 0 321 909 604 1979 5 27 IH 0 0 2. 90 821

605 1979 5 28 28 0 0 299 H46 606 1979 7 29 18 0 0 30 GO 71

607 1979 5 30 38 0 0 2.90 620 608 1979 5 31 38 0 0 2 85 o 07

609 1979 6 I 38 0 0 2.96 B40 610 1979 6 2 18 0 0 2 62 7. 42
611 1979 6 3 18 0 0 2.21 6.27 612 1979 6 418 0 0 2.08 5 Be
613 1979 6 518o 0 0 2.43 688 634 1979 6 6 18 0 0 2,76 7. 81

615 1979 6 716s.0 0 246 6. 98 616 3979 6 68 l 0 0 2.05 5.6£1

61 7 1979 6 918s 0 0 2.00 565 618 3979 6 1018a 0 0 1.91 5.42

619 1979 6 191 18 0 0 231 655 620 1979 6 12 1 0 0 2. 17 6.1 

621 1979 6 13 I8 0 0 2 06 584 622 1979 6 14 18 0 0 2. 15 6. 10
623 1979 6 15 18 0 0 1O 95 5.52 624 3979 6 166 I 0 0 3 .59 4 51

625 1979 6 17 £8 0 0 357 4.43 626 1979 6 IH18 0 0 3 .90 5.37

627 1979 6 19 18 0 0 1 90 5.37 628 3979 6 20 18 0 0 2. 06 5. 83

629 1979 6 21 13 0 0 211 599 630 1979 6 22 I 0 0 £65 5. 25

631 3979 6 23 18 0 0 1364 464 632 1979 b 2418 0 0 360 4. 52

637 £979 6 25 18 0 0 6.62 458 $7314 1979 6 26 18 0 0 3. 71 4. 85

635 1979 6 27 1 0 0 2.00 568 636 1979 6 21 I 0 0 .90 5.39

637 3979 6 2 18 0 0 182 516 - 38 1979 6 308 0 0 1. 60 4. 53
639 1979 7 1 18 0 0 1. 49 421 640 1979 7 2 18 0 0 2 .1 4.28

643 1979 7 3 38 0 0 570 48£ 642 1979 7 4 18 0 0 1.6 3 4.5
643 1979 7 53 8 0 0 I36 3 455 644 1979 7 6 38 0 0 .58 448
645 1979 7 718 0 0 340 3I95 646 1979 7 818 0 0 3.20 3 39

647 1979 7 9 I3 0 0 I3.42 401 648 1979 7 30 18 0 0 13. 4. 00

649 1979 7 1£ 18 0 0 174 492 650 1979 7 32 18 0 0 13 70 483

I65 1979 7 13 18 0 0 1.5 426 652 1979 7 34 36 0 0 1.22 3 47
653 1979 7 35 I 0 0 323 3 40 654 1979 7 16 I8 0 0 1 50 4.24
655 1979 7 17 £8 0 0 1 57 444 656 1979 7 1S 18 0 0 166 471
657 1979 7 39 18 0 0 13 5 17 658 1979 7 20 6 0 0 3 I63 4 61

659 1979 7 231 18 0 0 I2 3 43 660 1979 7 22 18 0 O I 437 3A
661 1979 7 23 18 0 0 16 328 662 1979 7 24 18 0 0 146 4 35

663 1979 7 25 1 0 0 I16 441 664 3979 7 26 18 0 0 1 64 4.65

665 1979 7 27 18 0 0 I54 4 35 666 1979 7 2 18 0 0 3 .15 325
667 1979 7 29 18 0 0 115 325 668 1979 7 30 18 0 0 342 403

669 1979 7 13 18 0 0 I34 34 09 670 1979 8 I £8 0 0 1. 43 404
673 1979 8 2 23 0 0 £I93 3 93 672 1979 3 31 0 0 1.40 3196

673 1979 8 418 0 0 .10 3153 674 1979 6 17 l 0 0 314 3. 22
675 1979 8 63 I 0 0 342 405 676 1979 7318 0 0 3 I47 4. 17

677 1979 8 8 38 0 0 147 415 678 1979 8 9 l9 0 0 152 4. 33

679 1979 a 3 036 0 0 I44 407 680 1979 8 3 18 0 0 .14 34 23
681 1979 8 123 I 0 0 I13 2 .21 602 1979 8 1310 0 0 320 343

653 1979 8 14 £8 0 0 3 35 325 684 1979 81 18 0 0 341 399
635 1979 8 163 18 0 0 25 354 686 1979 8 373 0 0 3.20 3.39

687 1979 8 13 8 0 0 101 287 668 1979 839 3 0 0 '07 303
689 3979 8 2038s 0 0 3.20 3.40 690 1979 821339 0 0 1. 20 3. 40

691 1979 8 2238S 0 0 1. 37 1.89 692 3979 8 23 16 0 0 3. 51 4. 27

693 1979 8 24 3 0 0 '.52 4.33 694 1979 a8516 0 0 l3.2 3 54
695 1979 8 261 0 0 .I26 3 27 696 1979 8 273 0 0 .44 407
697 1979 8 2838 0 0 2.64 465 690 1979 8 29 18 0 0 3:46 4.315

699 1979 8 30 £8 0 0 1.14 3.23 700 3979 8 33 16 0 0 1,314 3. 22

701 3979 9 1 to 0 0 212 314 702 1979 9 2 16 0 0 1.30 33 2

703 1979 9 318s 0 0 1.313 319 704 3979 9 4 16 0 0 *3 9 3. 37

705 1979 9 538a 0 0 £33 377 706 3979 9 6318 0 0 3. 37 3.687

707 3979 9 7 IS 0 0 3.57 4.43 708 3979 9 638a 0 0 3.317 3. 30

709 1979 9 9 i8 0 0 3.26 3.57 730 3979 9 10 38 0 0 3. 44 4. 07

711 1979 9 13 38 0 0 3. 50 4. 25 712 3979 9 32 38 0 0 3.45 4.33



Table 28. (continued).
713 1979 91~310 0 0 126 3.575 714 1979 91 418S 0 0 323 349
715 Y197 915 13 a3 0 112 3I7 76 1979 9161$ 0 0la1 335
7!? 19/9 91/10 0 0 122 3.78 718 1979 91016 0 0 I14 180
719 29719 9 1918s 0 0 1.26 357 720 9979 9 20 18 0 0 1. 34 380
721 1979 9 PI la a a 1.16 3.30 722 1979 9 22318 0 0 1. 20 339
/23 3979 9 231is 0 0 2.26 3 .38 724 1979 9 24 18 0 0 A. 34 a78
725 1979 9 251I8 0 0 315 325 726 1979 9 2618l 0 0 1. 21 :341
727 1979 9 27 Ia o 0 3.33 377 726 1979 9 PR 18 0 0 1. 12 3al
729 1979 9 2918a 0 0 lOS5 296 730 1979 93038e 0 0 1.02 2. 89
731 1979 10 I 38 0 0 119 338 732 1979 10 2 18 0 0 1.27 3.~59
723 1979 10 3 18a 0 0 1. 31 370 134 1979 10 4 * 8 0 0 1.42 403
73~ 19 79 10 5 is 0 0 3.42 4. 03 736 1979 10 6 to 0 0 1. 45 4.09
737 1979 10 718S 0 0 1.29 3.65 738 1979 10 a818 0 0 1.42 4.02
73921979 10 9)is 0 0 1.36 3 86 740 1979 10 1018l 0 0 1.383 390
741 1979 10 It IS 0 0 3.47 4.16 742 1979 10 12 IlB 0 0 1.14 3.23
743 19 7' 10 13 IS 0 0 3 13 321 744 1979 10 14 18l 0 0 1. 26 3. 56
745 1979 1013518 0 0 1313 3.76 746 1979 1016 18 0 0 1.40 3. 97
747 1979 10 17 18 0 0 17%) 349 748 1979 10 1918 0 0 1. 39 3.94
749 1979 101918O 0 0 i1~ 4.29 750 1979 1020318 0 0 3.65 466
751 2979 10 21 I8 0 0 1. 12 '4.86 752 1979 20 22 IS 0 0 1.70 4.82
753 1979 10 23 18 0 0 1.67 4.72 754 1979 30 24 18l 0 0 1.67 4.~72
755 1979 10 25 18 0 0 lee.4 470 756 1979 10 26 18 0 0 1. 6$ 4.76
757 19797102.7 18 0 0 2 73 405 758 1979 1028 18 0 0 3.73 48B9
75921979 1029183 0 0 173 491 760 1979 1030 18 0 0 1.69 4/8
761 1979 30 31 l8 0 0 1.60 4. 54 762 1979 It I to o 0 1.70 4.800
763 1979 22 216O 0 (3 1 7v 5.04 764 1979 11 a318 0 0 1.8$ 5.32
765 1979 12 41I0 0 0 1 a/ 5.Z30 766 197911t 5 18 0 0 1 89 534
767 29)9 11 6 1l 0 0 2,91 541 769 2979 11 7 18 0 0 1.91 542
7691L9791IL 818s 0 0 3.07 530 770 '1979 11 918s 0 0 1.81 514
773 1979 11 1Q18e 0 0 1el 512 772 1979 11 111le 0 0 1. 75 496
773 1979 It 12 in 0 0 1 .76 500 774 3979 It 13 18 0 0 1 .70 48?
775 1979 II 3 4 III I1 0 26/ 472 776 197923I 15*8e 0 0 1.60 4.53
777 1979 II 36 IH) 0 0, I66 4.70 778 1979 It 17 18 0 0 1 .70 4.81
779 197911t In I f) (1 0 If)] 491 760 1979 13 1910I 0 a I1.75 4.96
781 1979 112~0 II) 0 0 IUt) 531 78219q79 13 21 1$ 0 0 1. 95 5.52
783 2979 If 221le (I 0 2.0$ 584 784 197931t23 1$ 0 0 1.91 5.40
785 1979 1I 24 18 0 0 202 569 786 3979 31 25 IS 0 0 2.22 6.30
78719'79112 638O 0 (3 2121 657 7083 1979 1327 18 0 0 2.53 716
789 1979 It 20 III 0 0 244 690 790 1979 I) 29 *8 0 0 2.29 648
791 197/9It 3036a 0 0 2.2Z5 636 792 1979 12 3 i8 0 0 2. 18 6.16
793 1979 12 2 18 O 0 220 622 794 1979312 3380 0 0 2.56 725
795 1979 12- 418e 0 0 2931 DII 796 1979 12 518o 0 0 342 9.68
797 1979 1'2 618 0 0) :355 10 06 798 1979 12 7 18 0 0 2.89 aIa
799 1979 1? 010o 0 0 LI59 7.33 800 1979 12 9 18 0 0 2.37 672
801 1979 1231018l 0 0 p29 649 602 1979 121118e 0 0 2.28 675
803 1979 1231238O 0 0 L.43 6017 804 1979 1213 18 0 0 2.44 6.90
805 1979 12 14 IU 0 0 >41 6.83 006 1979 12 IS l8 0 0 2.04 9 in
807 1979 12 16 ID 0 0 391 5 46 808 1979 12 17 18 0 0 1.99 6
809 1979 12 10 IS 0 0 202 5. 71 81019V79 12 1918 0 0 2. 31 6514
811 291? 32 2016H 0 0 2311 655 SIP 1979 1221 l8 0 0 2.23 632
813 1979 122216B 0 0 228 6.47 814 1919 12 2318 0 0 2.34 662
615 3979 32 24 IlB 0 (4 2.48 7.01 816 1979 12 25 18l 0 0 2.40 602
817 1979 12 2618l 0 0 2;26 6.39 018 1979 1227 18 0 0 2. 11 597
819 1979 12 2818 (3 0 -(I 568e 8201979 12 2920 0 0 9. 94 548
821 1979 12 30 1$ 0 0 1 .119 5.34 822 1979 12 31 18 0 0 1.807 5W(
823 *980 I I Ie 0 0 19f3I 5 38 824 1980 * 218l 0 0 2.09 593
825 *980 1 3 18 0 0 2. 13I 6.03 826 1980 I 418a 0 0 2.0G8! '89
827 1980 I 518o 0 0 2.41 6.832 828 3980 * 618e 0 0 2.51 7U9
829 1980 £ 718S 0 0 3,05 8.63 830 198 a 838a 0 0 2.90 821
82' 1980 I 918o 0 0 3.68 20 41 832 1980 I 1016a 0 0 3.72 10 53
833 1980 * it is 0 0 3.61 10.23 834 1980 I 12 lB 0 0 3.67 to 38



Table 28. (continued).
835 £980 231it] 0 0 4 38 12 41 836 1980 I 1 4 I8 0 0 5,3 3 1503
L33 37334) 3 35 Ito (1 0 5 48 25 541 828 *900 3 16 I10 0 0 5. 25 4 86
839 *9*343 1 £ 7 IF) 0 0 4 5 12277 840 £980 I is la 0 0 a.8e 10 96

8431 3900 I 2 9 £11 0 0 a205 2 090 842 1980 £2038I 0 0 3 43 97/2

94.1 19*0 3 21 18 0 0 3 10 934 844 1980 £ 2239e 0 0 3395 94(1

C. 45 I -8(3 £1113II 0 I 4*4 a391 046 £980 2 24 3 8 0 0 200n 793
214/ n 390 £25113 (I 2148 '03 848 £980 1 26 £8H 0 0 2 02 799
'A 4 939R0 3 2173 IIII 2 :1 672 050 3900 £2818a 0 0 2 58 I'33
052 1900 I 2.9 it0 0 41 >4.4On 872 852? 2960 1 30 38l 0 0 2 84 805

151 19*30 133 13is 0 (1 al53 7* 7 854 1980 2 I t8 0 0 2 36 669

055 1980 w 248a 0 0 208R 509 8536 £980 2 3)18 0 0 2 20 6.24
85:' 2980 2 41In 0 0 22 629 850 3980 2 516e 0 0 2 04 578
*359 1900 2 6 In 0 0 2 02 571 860 4980 2 7*80 0 0 2.09 ¶9w
4331 3903) . a 8 t 34 *3 0 23I 653 862 2960 2 9 18 0 0 2.22 6219

063 29030 2 10*0 0 0 9 2 545 064 £980 2 1 £81 0 0 3.87 53* 
865 2980 2 12 in at 208 5 69 866 3980 2 3 3 18 0 0 2 28 646
867 4980 2 14380 0 0 2 42 606 868 39B0 2315 18 0 0 2. 7£ 766
869 3980 231638a 0 0 2*34 15.26 870 3980 2 17316 0 0 1. 77 5. 02

87£ 3980 24938I 0 0 1 79 506 672 3980 219218 0 0 1.93 5.47
873 £980 2 20316 0 0 *9Y9 .565 874 3980 2 23 *8 0 0 2.33 659
875 3980 2 22 18 0 0 2.48 7.03 676 3960 2 23*18 0 0 1. 91 541
877 3964) 2 2428 0 0 1 07 5 29 878 3960 2 25*18 0 0 1.88 534

8/9 3980 2 26 30 0 C, 1 95 553 880 £960 2 27 38 0 0 2.54 720
882 3 980 2 2838l 0 0 2<4:5 666. 892 3980 2 29*IS 0 0 2.46 702
8833 3980 3 a £8 0 0 225 6. 38 884 £980 3 2 18 0 0 2. 01 569

885 3980 3 3 38 0 0 3 95 552 886 £960 3 4 38 0 0 2.3 6.h73
887 3980 3 5 le 0 0 2 85 8 06 88m *980 3 6C8'l 0 0 2.50 7.00
889 3980 a 7 I6 0 0 2 49 7.04 890 £980 3 818a 0 0 2.02 573
8394 2960 a 9 In 0 0 1 89 5.35 892 1980 331038 0 0 2 85 525
893 3 900 3 33 It, 0 0 2 16 631 894 1980 3 12318 0 0 2. 63 746

4T1 ~~~~~~~~~~~~~~895 £960G 3 131M4 0 0 867 R14 896 3980 331438 0 0 2.83 802

80 7 £900 :3 15* to 0 Ž58 732 898 £980 331619 0 0 2. 65 750
00 ~~~~~899 3980 3 17316 0 0 2 69 761 900 3980 31836i 0 0 2.63 744

901 3980 3 19 3n 0 0 2 39 6.76 902 3980 3 20 £8 0 0 2.26 6.39
903 1900 3 2£ £8 0 0 2 20 622 904 2980 3 22 18 0 0 2.12 6.0Oa

905 *980l 3 2330 0 0 2 05 581 906 1980 3 24216 0 0 2.02 573
907 1980 3 25 £8l 0 0 1 89 535 908 2980 3 26*18 0 0 1.72 48/
909 1980 12/30I 1) 0 I103 .517 930 3980 3 2938 0 0 1.78 504

913 3960 32928I 0 0 *0et 533 912 £980 3 3038e 0 0 1.84 520
913 3980 :3 20III (3 0 1 80 5.30 934 1980 4 1 18 0 0 3.77 502
925 3980 4 2 18 to 0 3.75 4.94 916 3980 4 318o 0 0 1.72 4987
937 3980 2 4311 0) 0 3 73 4 91 938 3960 4 538e 0 0 L.75 495

939 3960 '3 6 £0 0 0 3 73 4 90 920 £960 4 7318 0 0 3.87 530
921 19030 02tI (3 0 2 57 7.28 922 3990 4 9*8e 0 0 2.33 659
923 1980 4 JO0 I )C L) 25! 5 72£ 924 3980 4321 lB 0 0 2.66 793
925 2960 4 I321III 0 0 2 06 5 83 926 1980 4 13 16 0 0 1.94 549

927 3980 4 14 18 0 0 368e 53£ 928 1980 4 1518S 0 0 1.99 562
929 £980 4 16 18 0 0 2 42 686 930 1990 4 1718l 0 0 2.16 613
931 4980 4 t1838 0 0 2 40 679 932 3980 419 16 0 0 2.05 581
933 3980 4 2038R 0 0 2 05 560 934 1980 4 2£ 38 0 0 2. 61 736
935 3980 4 22 20 0 0 2.87 813 936 £980 4 23*18 0 0 3.02 855

937 3980 42'4*8 0 0 31 7 897 938 1990 4 25318 0 0 2.84 805
939 3980 42W630 0 0 2138 675 940 3980 4 27318 0 0 1.99 563
94t12980 4 2810 0 0 2 59 734 942 1990 4 29318 0 0 2.97 840
94>) £980 4350 III 0 0 3 5£ 995 944 3900 5 £ £8l 0 0 3.312 883
945 3900 F5 2 10 0 0 3 16 a95 . 946 3980 5 3*6a 0 0 3.07 868

947 £980 5, 4 I4) 4) 0 2 68 760 940 £980 5 538s 0 0 2806 6.10
949 1990 5, 63*3 0 0 >1 it 876 950 *980 5 738e 0 0 3.38 9.57
951 *91)0 5 830a 0 0 3 40 9.62 952 1990 5 938a 0 0 3.29 9 3*
953 3410 !p 203*4I 0 0 32Pt 908 954 1980 5 11 *8 0 0 3 10 a/9

955 3900 51230I 0 0 3*12 882 956 4980 5*1318e 0 0 2 927 828



Table 28. (continued).

957 *980 5 1418a 0 0 2.72 77 1 958 2980 51a5*61 0 0 2. 60 7. 35

959 3990 5 1616o 0 0 277 7135 960 *980 5 17 28 0 0 2. 92 8.27

963 *960 51le2l 0 0 3.66 471 962 3 960 5 19 18 0 0 2. 72 7721

963 *980 5 20 18 0 0 2.59 7. 33 964 3960 5 21 *8 0 0 2.62 7.43

965 3980 5 221IS 0 0 .90 8.22 966 1980 5 2338S 0 0 3.310 877

967 2980 5 24318 0 0 326 923 969 19830 5 2538 0 0 2. 75 779

969 1980 5 26 18 0 0 269 839 970 1980 5 27183 0 0 2. 86 816

91* I *980 5 28 *8 0 0 33? 8 97 972 1960 5 2918 0 0 3*9t 90*1

973 3980 5 3038 0 0 340 986 974 3980 53 38 0 0 3. 49 969

975 1980 6 3 *8a 0 0 :32* 9.37 916 1960 6 2 18 0 0 3. 33 9. 42

9?'7 3980 6 3 16 0 0 130 9134 978 2980 6 418S 0 0 3. 23 9.215

9~9 3980 6 5 18 0 0 3R2 I33 961) 1960 6 6 18 0 0 3. 29 930

9(33 3960 6 7 ISa 0 0 346 979 982~ 2960 6 838 0 0 350s 9 92

'71t* 2960 6 938 0 0 1)4 1 965 964 1960 6310*18 0 0 3 29 9 33

'B7135980 6*3 IS1 0 0 310 934 966 3980 6312 16 0 0 3, 4 9 47

9D7 3980 613 16 0 0 336 952 960 1960 6*1418 0 0 3. 34 9 46

904 3980 6*516i 0 0 3:37 955 990 2900 6 163is 0 0 35 6 10 08

992 *980 6 3 7 36 0 0 1 /B It) 13 992 *900 6 l8 16 0 0 3. 74 10 58

9913 3 980 6 19 36 0 0 j319 9~i9 994 2980 6 20 36 0 0 3.30 8. 78

995 3980 6 2* to 0 0 :114 (390 996 2960 6 2230l 0 0 3.26 9. 22

997 3980 6 23 18 0 0 329 '931 998 3980 6 24*96 0 0 3. 28 928

999 3980 6 25*8 0 0 3.26 9.24 3000 3980 6426380 0 0 2. 97 a42

'003 3980 6 27 lB 0 0 2.74 776 3002 *960 6 28380 0 0 2.14 607

3003 3960 6 29 18 0 0 232 5979 3004 1900 6 30*8S 0 0 2. 49 7.04

3005 1980 7 * Is 0 0 220 623 1006 3980 7 2*8S 0 0 1, 90 538

9007 1980 7 318O 0 0 *09 525 1000 1960 7 4*9S 0 0 1.8as 513

9009 1980 7 5*18 0 0 204 5.70 *0*0 *980 7 6*8o 0 0 2. 34 6.68

2033 1960 7 7 38 0 0 230 653 10*2 1960 7 838a 0 0 2 24 6. 36

1013 1980 7 9*8o 0 0 225 637 3034 1980 73028S 0 0 2, 26 6. 40

3035 1980 71* 1 0 0 0 299. 5.63 1036 1980 7312 6S 0 0 162 4 58

ftj :~~~~017 1980 7 13 38 0 0 *52 429 1036 *960 7 1438s 0 0 3~72 486

IO 3029 3980 7*I5*10 0 0 297 557 *020 1900 7*16*6 0 0 1833 5. 17

3023 3980 7137 36 0 0 963 49,1 3022 1980 7*838l 0 0 *63 461

3023 3980 7 19 16 0 0 994'7 459 1024 3980 7 20*60 0 0 1.75 4. 96

2025 *9800 123 to 0 0 1*14 550 1026 3980 7 22*80 0 0 2.9* 5. 41

1027 3980 7 23 30 0 0 *77 50* *028 1980 7 24 16 0 0 1. 66 4.70

3029 3980 7 25 26 0 0 *15 445 3030 *980 726 18 0 0 1.47 4.316

3033 1980 7 27 13 0 0 333 376 *032 *980 7283 8 0 0 131 3. 73

1033 3980 7 29 13 0 0 *4 5 43 0 *034 3980 7 3038s 0 0 1.56 4.42

3035 3980 7 31 30 t* 0 *5'1 445 1 036 1960 a I 38 0 0 1 .57 445

3037 1980 8 2*6 0 0 942 402 2038 2980 8 318o 0 0 3.24 3531

21239 3980 6 4 368 (' 0 1<15 3H3 3 040 1980 a 528 0 0 A5* 428

1043 1980 8 6 213a 0 0 *54 4:26 3042 1q830 8 128 0 0 2534 436

3043 1980 8 8*0 0 0 2510 425 1044 *980 8 938e 0 0 *30 3 68

3045 3980 8310 i8 0 0 2I*2 31 / 1046 3980 63* A3i 0 0 3.28 3. 62

104 73980 8*12 1 o 0 260 453 *048 2960 8 1338 E 0 0 262 459

3049 3980 8*14 36 0 0 Ia,7 3BB 2050 3980 8 13518 0 0 *,20 339

3053 *980 8 36 I n 0 0 3 25 3 5: 1302 3960 6 * 7 36 0 0 I 33 3 75

3053 1980 8*8* I6 0 0 3:2, 303 3054 1980 8319*8 0 0 1,45 409

3055 1980 6 20 III 0 0 5:,3 4132 *056 2960 8 2* Il 0 0 *52 429

105713980 8 22*8 0 0 *39 392 3058 1980 6 23 18 0 0 121 3 41

*059 3980 8 24 3(3 0 0 2* 2 319 3060 1980 8 2528 0 0 *1 5 327

*06* 1980 8 2628 0 0 230 367 3062 *980 8 27280 0 0 .I3 392

9063 1960 8 28 18 0 0 21J7 387 3064 *980 8 29 18 0 0 138 390

*065 *980 9 30*8B 0 0 11 7 323 1066 3980 a83* *8 0 0 3117 333

3067 3980 9 3 to 0 0 93 7 333 *069 *980 9 2*18 0 0 1.39 3.37

3069 *980 9 3380 0 0 *19 337 3070 2980 9 4*18 0 0 1. 21 3.42

1071 3960 9 5*8 0 0 *22 347 3072 3980 9 616o 0 0 £.22 347

1073 1980 9 7316 0 0 322 :3 47 1074 1980 9 83is 0 0 3. 22 347

2075 1980 9 938 0 0 222 347 3076 3980 9 1018e 0 0 3. 22 347

1071 1980 9 11 1*8 0 0 3. 22 347 *0783 3980 931218 0 0 1. 22 3.47



Table 28. (continued).
1079 1980 9 * 3 18 0 0 *22 347 1080 *980 9 14 19 0 0 1. 22 347
3081 1980 9*5*8 i 0 0 320 J. 41 10832 1980 9 16 la 0 0 1. 35 384±083 1980 9*1718 0 0 *40 3. 98 2084 3980 9*Is36 0 0 1. 40 398
3085 I*980 9 1918a 0 0 235 3.84 1086 1980 9 20*8 0 0 *,29 365
1087 1980 923 I3a6 0 0 J27 359 2088 2980 9 22 18 0 0 1. 28 a62*089 1980 9203 16 0 0 PC 362 3090 2960 9 24 16 0 0 1.26 357
1091 ±980 9 2 5)8 0 0 3.34 3S0 3092 3980 9 26 18 0 0 '-40 397
t093 1980 9 2 ±8I 0 0 1 .4 3. 99 1094 *900 9 28 2 8 0 0 1. 39 394
3095 1980 9 219 *8a 0 0 3.35 3. 82 1096 1980 9 30 I*a 0 0 2. 36 3853
1097 3980 3 0 1 *8a 0 0 1.40 39 7 3098 1980 * 0 2 3 8 0 0 1. 44 4.09
1099 2980 30 3 la 0 0 1.37 389 1*00 2980 20 4 *8 0 0 1.16s 334
*303 1980*10 5380 0 0 2to 312 3*021980020 618e 0 0 1.314 324
1*03*198030o 716S 0 0 222 1l8 *204319R0*0 818s 0 0 *3 5 3-26
3*05 198010O 9*8e 0 0 12± 144 *106 1980 *020*8S 0 0 1. 7 3132
1107 *980 ±0 I* 18l 0 0 3.314 324, 3308 3980 30 22 28 0 0 a,.30 3*2
*209 198010o*3*18 0 0 2*21 314 2130 278UI0 30*4±8 0 0 1 33 377
*13± ±960 3 015 18a 0 0 248 438 *112. 1980*10316*68 0 0 1. 46 4133
*13*3198O1030*7 18 0 0 *90 425 12*4 1980 * 0*18*8 0 0 *,45 43 0
*225 3980*10*1938 0 0 *1!, 4114 *326, 3980±10 20*8 0 0 1.38 39*1
3227 3980 * 023 3 8 0 0 *12- J'4 *120 *980 * 022 *8U 0 0 1. 29 366
Illy9*980 1 0 2318 0 0 3!16 2(306 *2.1*) *900 24280 0 0 1.28 364
1232 *9110 20 25 In 0 0 2:) 146 *2 I 29(10 * 0 26 21 0 0 3. 30 3.68
1*23 3980 3 0 27 280 0 0 242 199 3224 *980 3 0 28 I38 0 0 1. 43 405112531980*10 29*18 1 0 14 1*'I99 *126 1980310 30 18 0 0 1. 40 397
1127*1980 10 3* 18a 0 0 143 40. 12138 398033 * I2I8 0 0 1.44 409
3129*1980*3 2±8B 0 0 *1le 43 9 2*30*980*11 3*0 0 0 1.52 4301313 3980 1 I 4 *86 0 0 353 4.2H *232 2980 *21 5 l8 0 0 1.43 405±333 * 980 I3* 6 * 8 0 0 147 4O 011324 29030 3* 7 38n 0 0 1.59 45 5
*135*19802* 8*8s 0 0 37!, 497 1136 1990*I1 9*8 4) 0 384 522
3*3721980 1*1 *028 0 0 I290 r 537 *13831960 11 II *81 0 0 1.86 528*3339 80*3 *238 0 0 23 4 606 *40*:980*:11 *33:8 0 0 2. 3669
14* 1 9801 418 0 0 a97 559 1142*9803* 253 0 0 1.539 450

1143 1980*I *6*10 C) 0 *53 433 1144 1980*1 1±718a 0 0 3.55 439o *3~~~~~~~~~~~~14531980 1±1 *82I 0 ( 3 36l1 462 1±46 1980 131 39*8 0 0 1.,70 48 11±4731980 12 20±8 0 0 173J 490 3348*1980*3 12 1±8 0 0 1a85 523
1*49 *9830 3*I 22 1 R 0 6* 209 59* *31502980*3 123±8 0 0 204 5 77
11*5139803* 1248 ±3 0 39 4 549 215231980*1 2 5*18 0 0 P.96 9554*153 3900 *3 1'6 II* I I 0 1.' 0 5 6 *3154 *980 2*1 2 7 *8 0 0 2. 91 54 40
*355 3980 ±3a 28 21J I1 0 2 *14 5.20 1±56 *980 1 1 29 3 8 0 0 2.64 522
*35;7 *90021 30*I0 I) 01 2 27 5 3± *1 58*19803 2 * l8 0 0 1.88s 533±359*1980*12 2±18 0 0 226S 639 *260*19800 2 3318 0 0 366 *0 36
*161 1980*2P 420 0 I 01 4205 201 *26231980232 528I 0 0 4. 24 12.002*6331980*12 621*) I) 0 40)5 23146 3*64 2960312 7*8o 0 0 3.14 ±0 58
3265 *9230 32 8 if] I' .) 5? 99 7 *266 *980 2 2 9 ±8a 0 0 3.38 9021
±367 *980 3 2 0 *8U (3 0 U-1 II 4221 1±68 1980 * 1 *8I i 0 0 2.77 7843*69 298012 22236 0 0 2617 75' 1*7021980*12133±8 0 0 2.46 6. 971171 1980*12*1410 0 0 233 659 137221980*12*5±8L 0 0 2. 33 6.5911733198012 16*la 0 0 2'37 672 1174 19B0121 71*6 0 0 2. 40 600
1175 ±980 *2 *8 28 0 0 242 6836 *376 1960 *2 19 IS 0 0 2.24 636
1177*198012220380 0 0 24*7 5B6 It78 29803122 21 8 0 0 3.99 565
3379 3980 *2 22 IC 0 0 2.36 667 2380 2980 *2 23 *8 0 0 3 06 866
*183 IYS *980322438 0 0 34 6 979 3262 *98032W25*10 0 0 4.60 *2,02
3283 3980 *27 26 IS 0 0 5.66 260 33 184 1980 *2 27 28 0 0 4.33 27. 93
11*85198012 2818S 0 0 607 17. 20 3*86*1980*1229*86 0 0 35.54 275
1187 1980 12 30 *8 0 0 512 14 53 3*68 1980 12 31 Is 0 0 4.86 13.76
1389 1983 3 1 I±I 0 0 444 12 50 3*90 *96* 1 238B 0 0 4.40 12.46
1±93 198* 3 3±8 0 0 434 32172 3*92 298*' * 438S 0 0 3.75 *0.63
1293 198± 1 5*18 0 0 338 90i 1194 1902 * 6*to 0 0 3. 25 921
Cm9 198± 1 738S 0 0 306 866 1296 3981 2 8*6e 0 0 3.03 857
±397 198± a 9*8s 0 0 295 834 1*98 *98± 3 10*8a 0 0 2.87 8I I
±199 1981 * 1 I le 0 0 2.52 7134 3200 *982 1 12 18 0 0 2.47 6. 99



Table 28. (continued).

1201 £901 £1 23to 0 1 ;' 7 704 £202. 1961 2£4 £1 0 0 2. 57 727

£2103 2982 I£ £5 6 0 2L by £204 278£ 13 2620 0 0 262 7-P8

£205 190£ I1 £7 £ 0 ) 5 664 £20 £7131 2a IIl £6 0 0 £,90 5, 37

I20 7 19,8£ I1 9 1 a 0 3 660 £208O £982 £ 20 £13 0 0 2.1 5 6I10

£ 207 19013 I£ I£ 0 0 0 L.6 .45 £1 I0 £90) £2218 0 0 237 67£1

1212 I 919 I 23 20a 0 0 4 594 I£212 £981 I 24 III 0 0 2. 20 622; 

£ 2I 961 £ VS LU 0 0 21)9 71£ VI2214 £91A1 2 26 £6I 0 0 2. 42 6134

PU.1, j81 £L 27 £13 0 0 -.2'9 2226 £981,4 I 20 £ 0 0 2.356 726

£2£17 198£ £29 £8a 0 0 52 7)2 £218 £98 £SI 30 10 0 0 2 .54 7.1a

I21 £ 981 £3 1 16 0 0 57 27 222I-0 298£ 2 ££130 0 0 2, 30 6.51t

£221 198£ 2 2 1£6 0 0 ~ 24 634 £ 22,2 £962 2 318 0 0 2. 60 7. 36

£221) 2961 2 4 tIo 0 0 ~ 2[l 794 12;24 £782 2 516 0 0 2. 05 6.07

2 225 196£ 2 6)8 0 0 t£1 739 £p22b £961 2 7168 0 0 220 6. 22

£I2 2 1II90£ 2 a6 a1 0 0 £139 5.3&6 £221 170£ 2 916 0 0 2. 22 6. 30

£22L9 £981 2 £0 16 0 0 260 735 £230 £981 2 I£ 10 0 0 2. 54 7. 20

121£ 1961 2I £2 16 0 0 ?-6 66; £ 232! £781 2 £3 £8 0 0 2. 35 6. 64

£233 196£ 2 £4 £8 0 0 191 5. 42 1234 £981 21 £5 2 0 0 2. 22 6.26

£.JS £981 21 6180 0 0 2, /? .704 1236 £982 21 718 0 0 3. 45 9. 77

12321 £981 2)8a I8 0 0 375 10,61 £230 £981I 21 9 £0 0 0 4.51 12 93

£2~3; £98) 2 20 £8a 0 0 4h6 £:I3.2 £2aI40 198£ 2 2 £6 0 0 4, 41 £2. 48

£24t1£981 2 22 2 8 0 0 37;' 1 05£ 224:~2 298£ 2 23 360 0 0 3.63 10. 27

£24.) £98) V24 180 0 0 3117 989 1244 £901 225)0 0 0 3) 19 904

1 4 5 £981 226 18 0 0 32 2 183' £246 198£ 221 £08 0 0 3.00 8. 5£

£2)! 298£ 228 £ 0 0 0 2W3 7IV 1248&1981 3 11 16 0 0 2. 12 5. 99

1249 £981 3 218 0 0 2.22 627 £250 198£ 3 3 £ 0 0 2. 3£ 6. 54

125£ £962 3 416 U 0 242 1 82 £252 £961 3 SIB 0 0 2. 34 6.6£

£253 £961 3 61 8 0 0 P. 44 692 1254 £981 3 7)8 0 0 2. 04 5. 77

2255 1981 3 a8)8 0 0 2. 06 526 £256 198£ 3 918 0 0 2.14 6. 03

£2-5 1£981 3 10 £6 0 0 1. U19 59 3' £258 1981 3 1£ a18 0 0 2. 09 5. 93

ftl IZ1~~~£59 £982 3 12 £0 0 0 2.00 5h6 ~ 1260 £961 3 13 £8 0 0 1. 99 5. 63

1 1~~~~~~26£ £981 3 14 1S 0 0 £0 4. 5 2 £262 196£ 3 £5 IB I 0 0 1. 61 4. 56

12623 198£ 316)1] 0 0 £113 519 1264 £98) 3£? £8 0 0 2 12 601

£265 198£ 3 £8 £13 0 ~~ ~~~0 209 5.92 1266 2981 319 10 0 0 2) 9 622

£2-67 £981 3 20 16 0 0 2.04 5. 79 1266 198£ 3 21 £8 0 017 8

£269 £981 32236 0 0 1.62 5) 4 1270 198£ 323)80 0 I6 £96 S. 55

1271 £981 32418n 0 0 207 595 £272 198£ 325 18 0 0 1. 97 5. 59

£-273 196£ 326 18 0 0 209 392 £274 £90) 327 £8I 0 0 2. 30 6. 5£

£273 £98) 3 28 £13 0 £ (>5 579 £276 £981I 3 29 £8 B 0 0 2. 06 584

127/7 198£ 330)I13 0 0 214 605 £27 13 91) 33£ £18 0 0 2.4£ 6 84

£279 £98) 4 1l£6 0 0 2152 714 £280 £982 4 2)8 0 0 25S6 7 25

128£ £981 4 a3 1 0 0 25 9 734 £282 £98) 4 418 0 0 2. 38 6,74

£283 290£ 4 5 la (3 0 1F19 51.6 £204 £981 4 618 0 0 2.29 6,47

128W5 £98) 4 7 £0 0 0 ;214 662 £2836 £98) 4 a6 £ 0 0 2.25 6. is

WU7£ £982 4 9)I] 0 i0 L 242 607 £20U1 9131 410 16 0 0 2.34 662_

1:49 190£ 4 £1 l£6 0 0 2 £0 5.95 . 290 £98) 41£2 £13 0 0 20£ 5 60

.1)1 198£ 4 1£3 2*2 (i 0 "16 759 £292- £763 4 14 11l 0 0 2.44 690

273? £981 4 j5 If] ( 0 PJI 6. 55 £2~94 298£ 4 £6168 0 0 23£1 6 55

p95~ 190£ 4 17 £8 0 0 2 :.-8 64 5 £2~9' £961 4la818 0 0 1.82 516It

£297 £982 4 1£9 £6 0 0 296 5.60 £2,96 £981 420 £6 0 0 2. 1£ 599

£299 198£ 42) £8a 0 0 2.90I 5if]1 £300 198£ 4 22 16 0 0 2. 23 630

130£ 198£ 4 23.20 0 0 220 6. 22 £302 £98) 4 24 28 0 0 2.18 6. 17

£ 103 £903 425 W£ 0 0 L240 Ofit £304 £982 426 18 0 0 2. 08 5. 90

£ 305 £98) 427 £0 U 0 0 22 5 61~ 0 306 198£1 426 16 0 0 2. 78 7. 88

£ 10? £98) 429 £68 0 0 P75 779 £3013 198£ 430) 1S 0 0 2. 74 776

1309 £961 S £ 1W 0 0 260 /3 :7 1310 £982 5 2 18 0 0 2. 55 7.23

131£ 190£ 5 3 £0 0 0 21 Fl) 7.94 £31:2 £981 5 4 I£8 0 0 3. 11 8.8£l 

1313 £901 5 518 0 0 7115 89£ 1314 £961 5 6 I8 0 0 3.1to 9. 00

.13)5 £96) 5 7)0 0 0 321 813? £316 £981 5 a8I6 0 0 2. 81 7.94

13£? 196£ 5 9 la8 0 0 2.53 7. 7 £318 398£ 5t£0 t8 0 0 2. 2£ 6.26

2229 £962 51 £8o 0 0 Z'47 700 £320 £96) 512 18 0 0 2. 82 7911

£32) 190£ S £3 £o 0 0 238 6.73 £322 £982 S £4 £8l 0 0 2. 68 7. 58



Table 28. (continued).
3323 £981 5 1518a 0 0 255 721 2324 1981 5)1618l 0 0 2. 72 7. 66£325 198£ 51 7 10 0 0 2.16 632 1326 198% 519a18 0 0 2. 56 726132721£981 31918s 0 0 2 69 761 1328 1981 5 20 £6 0 0 2. 25 6381129 £981 5 21 £B 0 0 263 7. 44 3330 1961 5 2218l 0 0 2. 66 7, 53£331 198£ 5 23 38 0 0 269 7 62 £332 £981 5 24 £9l 0 0 2. 87 8. 331333 3981 5 2536s 0 0 271 767 3334 £981 5 26 18 0 0 2.9£ 8.251335 398! 5 27 18 0 0 3, 53 9 99 3336 1983 5 28 28 0 0 369 £0.452327 198£ 5 29 £8 0 0 3 90 £3 04 13338 £981 5 30 38 0 0 4.40 £2.451339 £981 5 32 i8 0 0 406 [£I50 1340 1983 6 £18i 0 0 4. 38 £2. 391343 3981 6 2 18 0 0 4,37 12 37 3342 £981 6 338l 0 0 4. 02 II. 39£343 £981 6 4 £8 0 0 4.19 Is,.87 £344 3993 6 5 38 0 0 4. 1£ it. 653345 £981 6 618S 0 0 448 £2 70 1346 1981 6 738l 0 0 4.26 12. 061347 198£ 6 8 £8 0 0 442 £2 50 3348 £981 6 938e 0 0 5. 05 £4.301349 398£ 6 £018e 0 0 562 35 9£ 3350 £983 63139 l 0 0 5. 60 15.96135£ 398£ 6 £2 18 0 0 507 14 36 £352 3982 613 £8 0 0 4. 82 23. 65
3353 198£1 6 3 4 1£] 0 0 494 £4,00 £354 3981 6 £5 £8I 0 0 4.60 1 304£355 3981 6 1 6 IS 0 0 4.37 £2.36 3356 £981 6 3 7 £8 0 .0 4.310 It. 61£357 3981 631819 0 0 399 33129 1358 398£ 62A9 £8H 0 0 3. 99 £2. 29£359 £983 6 20 £ 8 0 0 4. 23 13 97 1360 198£I 6 23 38 0 0 4. 3£ £2.20
3361 £981 6 22 I6 0 0 423 £3.97 1362 198£ 6 23 38 0 0 4. 30 12. 193363 £981 6 24 28 0 0 4. 10 11. 6£ £364 £981 6 25 £8 0 0 3.606 30.933365 1981 6 26 18 0 0 319 30 73 £366 398£ 6 2739 0 0 3.5'2 9. 971367 198£ 6 28 18 0 0 320 906 3368 £982 6 29 18 0 0 3.29 9.28£369 398£ 630 18 0 0 296 837 £370 398£ 7 £38e 0 0 2. 65 7.5£1371 £981 7 2 18 0 0 259 732 2372 £981 7 3 IQ 0 0 2. 80 7. 92£373 398£ 7 4 18 0 0 260 1,36 3374 198£ 7 5 £8 0 0 2. 62 7.421375 3983 7 6 38 0 0 2.600 71.92 3376 1983 7 7 £8 0 0 2. 59 7. 32£3771398£ 7 8 18 o 0 2,42 968 £318 £983 7 9 18 0 0 3. 33 9. 43£379 £981 73038e 0 0 3.53 999 1380 £983 713 £ 8 0 0 2. 71 7. 68£38I13982 '£238 0 0 2le 618 13382 £981 713 18 0 0 2. 47 6. 993383 198£ 7314390 0 0 262 742 3384 198£ 7315 £8 0 0 2.74 7. 76H ~~~~~~~~~~3385 2993 716 18 0 0 289 820 3386 399£ 7£?7 38 0 0 2. 75 7. 79
13387 £981 7 £838s 0 0 £96 555 3388 198£ 71918e 0 0 1.75 4. 961389 £981 7 20360 C 0 LI r31 71 6 1390 £9831 72! 3 18 0 0 2. 53 7.163391 £981 7 2238 0 0 232I 600 £392 £981 1 23218 0 0- 2.36 6.69£393 398£ 7 24 3 8 0 0 2.38 6.73 1394 £981 7 25 380 0 0 2. 27 6.42£395 £983 7 26 18 0 0 £90 '538 1396 3983 7 2736 0 0 2. 16 6.331397 3993 7 26 £ 8 0 0 2.58 729 £398 £983 7 29 3 8 0 0 2. 29 6.491399 1983 7 30 38B 0 0 2.46 7.03 £400 198£ 7 3£ £ 8 0 0 2.46 6.95£403 £983 8 I £8 0 0 20:3 574 £402 298£ a 218S 0 0 1.864 5.23£403 £99! 8 318S 0 0 394 549 3404 298£ a 4260 0 0 2 00 5.67£405 1983 8 5 £8 0 0 2la 61 7 £406 £983 8 6368 0 0 2. 1£ 5. 99£407 398£ a 738a 0 0 263 743 3408 3983 8 838a 0 0 2.20 6. 24£ 409 £983 8 918s 0 0 3.57 444 3410 3983 8 t£018 0 0 1.86 5.27141£ 399£ 8 I a £8 0 0 2.62 4 58 3412 3983 8 32 £8 0 0 2. 06 5. 84£413 198£ a613 £8 0 0 377 501 3434 398£ 6314 £8 0 0 1.72 4.861425 3983 8 536S 0 0 216 63 2 £426 3982 831639S 0 0 2 06 5853417 3983 817 £0 0 0 382 516 £418 £983 819 £8 0 0 1,73 469£419 3983 a8)9 £8 0 0 174 493 £420 198£ 8 2038S 0 0 1 54 4353423 2983 8 2£ 18 0 0 349 421 £422 1981 8 2218S 0 0 1.62 459£423 198£ a82318e 0 0 239 393 £424 £983 24218 0 0 1,70 4823425 2983 8 25 18 0 0 £66 4.69 3426 398£1 26306 0 0 1.61 457
£427 £983 827 18 0 0 163 4 60 3428 3983 8 2838 0 0 £~55 4.383429 399 8 2918S 0 0 353 4 33 £430 £983 8 30 18 0 0 1.24 3.52£431 £983 8 31 38 0 0 £68 476 1432 398£ -9 £19i 0 0 1.44 4093433 £993 9 2 18 0 0 £55 4. 40 £434 398£ 9 3318 0 0 246 4. 14£435 398£ 9 4 £8 0 0 3.48 4.20 3436 3983 9 538l 0 0 1,530 4.24£437 198£ 9 6 I8 0 0 1.l8 3. 34 3438 3983 9 7 38 0 0 3.03l 2.8B63439 199£ 9 98 l 0 0 3.46 4.14 £440O 3983 9 938e 0 0 3. 55 4.33443 198£ 91038e 0 0 1.44 407 3442 3983 9331 36 0 0 3. 30 3671443 £981 9 32 £8 0 0 £17 33£ £444 £983 9 13 lB 0 0 3. 0£ 2.166



Table 28. (continued).

1445 £981 9 14 18 0 0 3.48 4.19 1446 19B1 9 IS Io 0 0 129 362
2441 £581 9 £6 38 0 0 1.45 4 2£ 1448 1981 9 17 38 0 0 1.54 4.36
2449 I981 9 I8 18 0 0 362 4.60 1450 £981 9 19 38 0 0 1.35 1.82
1451 £981 9 -0 la 0 0 .0 3. 03 £452 1981 9 2£ £83 0 0 £.46 4.13
3453 198£ 9 22 l8 0 0 1.45 4.12 £454 3983 9 23 £8 0 0 2.55 438
1455 198£ 9 4 18 0 0 1.40 3.98 £456 3901 9 25 3e 0 0 1.56 440
1457 £981 9 2616e 0 0 1.21 342 £458 3983 9271la 0 0 £ 02 2.87
1459 1981 92818s 0 0 3. 50 4.25 3460 198£ 9 29)18 0 013.9

3463 198£ 9 3018, 0 0 £.42 40£ £462 398£ £0 £ 3s 0 0 1.66 4 b9
3463 £98I1£0 2 IlB 0 0 1. 60 4.54 3464 19031 £0 3 le 0 0 £ 16 3. 30
£465 198£ 20 4 18 0 0 0. 97 2.76 £466 198£ £0 5 le 0 0 1.77 5.03l
£467 £98l130 618l 0 0 £80O 51£ £468 1981 £0 7 130 0 0 1. 90 5.39
£469 198£ £0 6 18 0 0 1. 97 5.57 £470 198£ £0 9 as 0 0 1. 84 5. 22
£471 £903 £0 1018a 0 0 1. 51 428 3472 198£ l0 il 18 0 0 1. 41 4.00
£473 £981 £0 1218a 0 0 1.84 5.22. £474 198£ £0 13 16 0 0 1.74 4.94
147h £981 Io £4 18 a0 0 3.72 4.88 £476 198£ £0 15 £6 0 0 1. 75 4.97
£ 4 77 £981 £0 £6 i8 0 0 £86 5.25 3478 1981 30 17 16 0 0 1.60 4. 54
1479 198£ £0 1818l 0 0 31£~ 315 £480 198£ £0 1918e 0 0 1.73 4.90
£483 £981 10 20 £8 0 0 2.62 4 59 14832 £981 £0 2£ £8 0 0 1. 79 5. 06
£481 3981 £0 2218 0 0 £78 504 £484 £98130 23 18 0 0 1. 91 5.42
£405 £9831 £024 38 0 0 3/5 4.97 £486 1981 302W5 8S 0 0 1. 39 3.92
1487 198£ £0 26 £8 0 0 1.47 4 £5 1488 1981 £0 27 18 0 0 1.49 4.23
£489 398£ £0 28 18 0 0 3. 72 4.86 £490 £981 30 29 lB 0 0 A.73 4.89
3491 196£ 10 30 18 0 0 3.75 4.95 1492 1981 10 31 18 0 0 1. 46 4.33
1493 19811 I l8 0 0 3.25 . 354 £494 1981 1 1 210l 0 0 1.55 4.40
£495 1981 £3 3 is 0 0 3.61 4.55 £496 1981 3£ 4 18l 0 0 1.64 4.64
149731981 11 5 £6 0 0 3.805 523 £498 198£ £3 618o 0 0 £.73 4.89
£499 1981 I1 7 £8 0 0 347 415 £500 £90 I 818at 0I 0I 1. 27 359
£501 1983 £3 9 IS 0 0 397 445 £502 £983 131 10 18 0 0 1. 70 482
2503 £981 3£ 23 lo 0 0 &aO 47/, £504 398£ £111218 0 0 1. 54 4. 35
1505 £983 13 13 18 0 0 1.71 484 1506 £981 £1 £4 18 0 0 1. 73 4.69
£507 1983 11 25 18 0 0 1.93 545 £508 1981 it IA t8 0 0 2. 14 6. 06
1509 1981 II 1? 1o 0 0 2 14 6.05 3510 £981 11I lB £8 0 0 2.29 6. 49
1511 1981 It £9 10 0 0 2 48 7, 03 1512 £981 II 20 18 0 0 2.40 6.78
£513 £983 II 21 £8 0 0 2;28 645 £514 1963 II 22 lB 0 0 2. 12 6.00
£515 3983 33 23 £0 0 0 2.47 700 £516 £983 13 24 38 0 0 2.61 7.30
£517 £901 £12 5 1B 0 0 279 789 £516 £981 31 26380 0 0 2.42 6.84
3529 198£ £3 27 £8 0 0 '53 716 £520 £983 I £ 28 18 0 0 2.134 6.6£
352£ £983 II 219 18 ( 0 1.93 5.48 £522 398£ It 30 Ie 0 0 2.03 5.75
1523 198£ £2 I £ll 0 0 2.' 635 £524 398£ 3 2 2 £8 0 0 2.57 7.20
£525 198£ £2 3 28 0 0 3.02 a355 3526 198£ 12 4 I8 0 0 3.40 9.62
£527 1981 £2 5 IC 0 0 346 983 1528 £981 £2 6 £8 0 0 4.30 12. £0
£529 £901 I? 7 38 0 0 483 13 67 £530 198£ 12 a la 0 0 5 06 14.33
15231 £983 32 9 38 0 0 4366 £3 19 £532 1981 £230 18 0 0 3.98 £2. 28
3533 198 £2 I1 is 0 0 3.87 £0.95 1534 3981 £2 £2 £8 0 0 3.63 30.29
£535 198£ 12 31 £8 0 0 3145 978 15316 3981 £231418 0 0 3.54 £0 01
3527 198£ £2 3' £8 0 0 395 £t.1.9 1538 198£ £2 £6 18 0 0 4.52 £2.79
3539 1983 £2317 38 0 0 4. 60 £3 04 1540 1981.121la18 0 0 4.35 12.3£
1541 £98l1£2 £9 l8 0 0 4.67 13 22 3542 1981 12 20 18 0 0 4. 21 11 92
3542 1983 £2 23 £8 0 0 4.31 12.20 £544 1981 32 22 lB 0 0 4. 10 £1. 61
1545 198£ 12 23 18 0 0 4.03 33.42 3546 1981 12 24 £8 0 0 3.95 11.39
£547 198£ 12 25 10 0 0 3. 125 £0.91 £548 1981 .12 26 IS 0 0 3.66 £0. 36
3549 £9831 22 27 £8 0 0 3 74 £0 .59 3550 2983 32 29 ISl 0 0 3801 £0.60
£55L1£983 12 29 18 0 0 3.92 31.09 £552 1961 £2 30 £8 0 0 3.54 30.03


